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Abstract—With the ever-increasing wireless/wired data appli-
cations recently, considerable efforts have focused on the design
of distributed explicit rate flow control schemes for multi-input-
multi-output service. This paper describes two novel wireless/wired
multipoint-to-multipoint multicast flow control schemes, which are
based on the distributed self-tuning proportional integrative plus
derivative (SPID) controller and distributed self-tuning propor-
tional plus integrative (SPI) controller, respectively. The control
parameters can be designed to ensure the stability of the control
loop in terms of source rate. The distributed explicit rate SPID
and SPI controllers are located at the wireless/wired multipoint-
to-multipoint multicast source to regulate the transmission rate.
We further analyze the theoretical aspects of the proposed algo-
rithm, and show how the control mechanism can be used to design a
controller to support wireless/wired multipoint-to-multipoint mul-
ticast transmissions. Simulation results demonstrate the efficiency
of the proposed scheme in terms of system stability, fast response,
low packet loss, and high scalability, and the results also show SPID
scheme has better performance than SPI scheme, however, SPID
scheme requires more computing time and CPU resource.

Index Terms—Explicit rate, flow control, multi-input–multi-
output (MIMO) system, stability.

I. INTRODUCTION

THE ADVANCES in multi-input–multi-output (MIMO)
systems and networking technologies introduced a revolu-

Manuscript received October 20, 2008; accepted December 2, 2009. Date of
publication March 4, 2010; date of current version June 16, 2010. This work was
supported by the U.S. National Science Foundation under Grant CNS-0831634.
The work of C.-X. Wang was supported by the Scottish Funding Council for the
Joint Research Institute in Signal and Image Processing with the University of
Edinburgh, which is a part of the Edinburgh Research Partnership in Engi-
neering and Mathematics. This paper was recommended by Associate Editor
M.-H. Lim.

N. Xiong is with the Department of Computer Science, Georgia State Uni-
versity, Atlanta, GA 30303 USA (e-mail: nxiongcs@cs.gsu.edu).

A. V. Vasilakos is with the Department of Computer and Telecommunications
Engineering, University of Western Macedonia, Kozani 50100, Greece (e-mail:
vasilako@ath.forthnet.gr).

L. T. Yang is with the Department of Computer Science, St. Francis Xavier
University, Antigonish, NS B2G 2W5, Canada (e-mail: ltyang@stfx.ca).

Y. Pan is with the Department of Computer Science and the Department of
Computer Information Systems, Georgia State University, Atlanta, GA 30303
USA (e-mail: pan@cs.gsu.edu).

C.-X. Wang is with the Joint Research Institute for Signal and Image Pro-
cessing, School of Engineering and Physical Sciences, Heriot-Watt University,
Edinburgh, EH14 4AS, U.K. (e-mail: cheng-xiang.wang@hw.ac.uk).

A. Vandenberg is with the Information Systems and Technology De-
partment, Georgia State University, Atlanta, GA 30302-3965 USA (e-mail:
avandenberg@gsu.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSMCC.2009.2039872

tion recently, which promises significant impact in our lives. Es-
pecially with ever-increasing multicast data applications, wire-
less and wired multicast (multipoint-to-multipoint) transmission
has considerable effect on many applications such as telecon-
ferencing and information dissemination services. Multicast im-
proves the efficiency of multipoint data distribution from mul-
tiple senders to a set of receivers [1]–[5], [21]. Unfortunately,
the widely used multicast transport protocols, which are layered
on top of IP multicast, can cause congestion or even congestion
collapse if adequate flow control is not provided. Flow control
thus plays an important role in the traffic management of multi-
cast communications. Without an adequate flow control scheme
being implemented in a multicast tree, the incoming traffic to
a bottleneck link might be much more than the outgoing link
capacity, which could subsequently cause the buffer to overflow,
and cause excessive queuing delay or even deadlock in certain
nodes.

There are many flow schemes handling unicast transmissions
efficiently [6], and they were formulated as a discrete-time
feedback control problem with delays. This control-theoretic
approach to explicit rate control for available bit rate (ABR)
service was further analyzed and verified using a real-network
test bed in the work of Kolarov and Ramamurthy [7]. Further
achievements in this regard can also be found in [8]–[10]. All
these methods are efficient in rate allocation and flow control
for unicast transmission. Unfortunately, multicast flow control
is much more sophisticated than that of unicast, due to the com-
plexity of multicasting mechanism.

Several multicast flow approaches have been proposed re-
cently. One class of them [11]–[13] adopts a simple hop-by-hop
feedback mechanism, in which the feedback, i.e., backward
control packets (BCPs), from downstream nodes are initially
gathered at branch points, and then are transmitted upward by
a single hop upon receipt of a forward control packet (FCP).
This kind of manipulation can be carried out on the basis of
the tree structure in a multicast transmission. The main merit
of these methods lies in the simplicity of the hop-by-hop mech-
anism. However, at the same time, they often lead to the so-
called consolidation noise problem [14], [15] due to incomplete
feedback information. To overcome this drawback, Jain et al.
and Lee at al. [15], [16] proposed a method, called feedback
synchronization at each branch point, by accumulating feed-
back from all downstream branches. These schemes then in-
troduce another problem of slow transient response due to the
feedback from “long” paths. Such delayed congestion feedback
can cause excessive queue buildup/packet loss at bottleneck
links.
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Xiong et al. and Shi and Waldvogel [17], [18] suggested that
only a suitable set of representatives, instead of all receivers, sent
feedback to the sender, and Xiong et al. [19] proposed a fuzzy-
logic-based consolidation algorithm to estimate the unknown
flow information caused by long propagation delay. More re-
cently, Zhang et al. [10] proposed an optimal second-order rate
control algorithm to deal with control packet round-trip time
(RTT) variations in multicast communications. This method
has studied the system dynamics by using the binary congestion
feedback in the scenarios of both persistent and on–off elastic
traffic services, which defines that the data transfer rate is ad-
justed at the source, depending on the available bandwidth at
the bottleneck. A lot of approaches use queue schemes to solve
congestion control problems [25]. Queue schemes in routers
make sure that the buffer occupancy stabilizes and never over-
flows the buffer capacity. Our schemes are based on the ex-
plicit rate schemes in the senders. These are active and effective
methods to adjust the sending rates, and reduce the packets
loss.

The major difficulty in designing multicast flow control pro-
tocols arises from the long and heterogeneous RTTs involved
in the closed-loop control. In-depth research remains in the fol-
lowing three aspects. First, the existing algorithms usually lack
scalability, since they require each router to keep maintaining
the saturation status of every session,1 and as virtual sessions
(VSs) travel through it, this yields a major computational bot-
tleneck. To this end, we are going to present an algorithm that
is scalable. Second, the known flow control methods usually
do not have explicit control over link buffer occupancy; as a
consequence, the allocated rate can wander considerably before
converging, and the link flow can temporarily exceed the capac-
ity. To attack this problem, we will focus on the stability of our
rate control scheme. Third, no explicit rate (ER) allocation has
been given in the known approaches. This paper will consider
ER-based rate control with an ER feedback (ER value). Such an
ER-based scheme is responsive to network congestion and can
serve WAN environments quite well where the bandwidth-delay
product is usually large.

In this paper, we develop a distributed ER allocation algorithm
to overcome the vulnerability due to the heterogeneous multicast
receivers. In our scheme, flow controllers regulate the source rate
at a multicast tree, which accounts for the buffer occupancies
of all destination nodes. The proposed control scheme uses a
distributed self-tuning proportional integrative plus derivative
(SPID) controller or uses a distributed self-tuning proportional
plus integrative (SPI) controller. The control parameters can be
designed to ensure the stability of the control loop in terms of
source rate. We further show how the control mechanism can be
used to design a controller to support multipoint-to-multipoint
multicast transmission based on ER feedback. System stability
criterion is derived in the presence of destination nodes with
heterogeneous RTTs. We analyze the theoretical aspects of the
proposed algorithm and verify its agreement with the simula-
tions in the case of a bottleneck link appearing in a multicast

1A session is composed of a multicast source, the corresponding transfer
path, and the corresponding switch node.

Fig. 1. Multicast configuration of multiple points to multiple points.

tree. Simulation results demonstrate the efficiency of the pro-
posed scheme in terms of system stability and fast response
to the buffer occupancy, as well as controlled sending rates,
low packet loss, and high scalability. Furthermore, the results
also show that SPID scheme has better performance than SPI
scheme, though the SPID scheme requires more computing time
and CPU resources.

The rest of this paper is organized as follows. In Section II,
we present the flow control network model. Section III presents
two novel schemes, called SPID controller and SPI controller,
and describes the specific algorithms of SPID and SPI flow
control methods. In Section IV, we analyze the stability of
the SPID controller. Section V presents various simulation re-
sults to validate and evaluate the performance of our scheme.
Finally, we conclude our study and discuss future work in
Section VI.

II. NETWORK CONFIGURATION MODEL

To conveniently analyze the performance and characteristics
of the proposed multicast scheme, we focus on the following
network model [19] (see Fig. 1). The multicast network is a
connection-oriented one, which is composed of sources and
destination nodes, and time is slotted with the duration [n, n + 1]
by the sampling period T . The associated data are transferred
by a fixed size packet.

In each multicast connection and every sampling period, the
multicast source issues and transmits a FCP to the downstream
nodes (the branch node and destination nodes), and a BCP is
constructed by each downstream node and sent back to the
source. After the multicast source receives the BCPs from the
downstream nodes, it will take appropriate action to adjust its
transmitting rates of multicast traffic based on the computed
value of the SPID controller. After receiving the data packets
coming from the branch point, the receivers construct BCPs and
send them back to the branch point.

The considered multicast service is described as follows. The
number of packets sent out by the switch node i in one inter-
val T is denoted by Li [21], the switch node i has the for-
ward delay τi (1 ≤ i ≤ N) from sources, and τ0 is the delay
from sources to the neighboring downstream node. Then, the
round-trip delay (RTD) for the switch node i is τRi = 2τi and
τ = max{τR1 , τR2 , . . . , τRN }. We further assume that τi and
τRi are integers, which is reasonable by adjusting T . And the
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link delay is dominant compared to the other delays, such as pro-
ceeding delay, queuing delay, etc. In the model, we assume that
τi ≤ τj when 1 ≤ i ≤ j ≤ N . Each branch point schedules the
packets in a first-come first-served way. The component Ri(n)
represents the receiving rate of the computed receivers i at time
slot n.

On the basis of the earlier considerations, the buffer occu-
pancy of the switch node i is determined by [19], [20]

xi(n + 1) = SatKi

{
xi(n) +

m∑
q1

eqRq (n − τi) − Li

}
(1)

where Ki is the buffer size, xi(n) is the buffer occupancy of the
switch node i at time slot n, and Rq (n − τi) is the sending rate
of the qth (1 ≤ q ≤ m) source to the switch node i(1 ≤ i ≤ N),
with

SatKi
{xi} =




Ki, xi > Ki

xi, 0 ≤ xi ≤ Ki

0, xi < 0

and

eq =
{

1, if the qth source is active

0, if the qth source is not active.

After lifting the saturation restriction [6], (1) can be written
as

xi(n + 1) = xi(n) +
m∑

q=1

eqRq (n − τi) − Li. (2)

III. SPID AND SPI SCHEMES

The router buffer occupancy is expected to stabilize in the
neighborhood of the desired level. If x(n) is too high, it of-
ten leads to buffer overflow and packet loss. In addition, under
this circumstance, long queuing delay usually results in time
out and retransmission, which, in turn, builds up the mounting
buffer occupancy; consequently, a vicious cycle is formed. If
x(n) is too low, it increases the likelihood of link under uti-
lization during occasionally idle periods. Thus, the router buffer
occupancy plays an important role in the congestion control that
is chosen to be the feedback carried in BCP.

A. SPID and SPI Algorithms

Generally, among all downstream nodes, the most congested
one, defined as the worst node, deserves special attention. On
the basis of this consideration, we propose the following SPID
control scheme:

Rq (n) = µ + a

N∑
i=1

(xi(n − τi) − x̄i) +
τ∑

j=1

bjRq (n − j)

+ c

N∑
k=1

(xk (n − τk ) − xk (n − τk − 1) (3)

where a, bj (j = 1, 2, . . . , τ), and c are the proportional, inte-
gral, and derivative control gains, respectively, which are to be
determined by the stability criteria. These coefficients are used

to locate all the poles of the closed-loop equations (2) and (3)
within the unit circle to ensure stability. The component x̄i is
the target queue length and µ is the maximum sending rate of
sources.

To save computing time and CPU resources, here we present
a simple SPI control scheme as follows:

Rq (n) = µ + a

N∑
i=1

(xi(n − τi) − x̄i) +
τ∑

j=1

bjRq (n − j)

(4)
where a and bj (j = 1, 2, . . . , τ) are the proportional and in-
tegral control gains, respectively, which are to be determined
from the stability criteria based on control theory. Similarly,
these coefficients should make all the poles of the closed-loop
equations (2) and (4) within the unit circle to ensure stability.

In (3) and (4), if the buffer occupancy of the switch node
i is measured at the instances n − τi , after the feedback de-
lay τi , the BCP reaches the controller located at the source
q (q = 1, 2, . . . ,m), and the source then takes out the buffer
occupancy of the destination nodes at time slot t = n. By doing
so, the proposed controller can be expected to have flexibility to
cope with the sharp oscillation in buffer occupancy that could
cause the network to lose packets. In addition, the calculation
in (3) and (4) is completely independent of virtual connections
traveling through the multicast session. This means the scheme
has scalability.

B. Implementation of the SPID and SPI Algorithms

Each branch point of the multicast tree replicates each data
packet and FCP from its upstream node to all its downstream
branches. The downstream nodes return their congestion infor-
mation via BCPs to the parents through the backward direction
once they receive FCPs. Moreover, the branch nodes consolidate
the BCPs that carry all the available rates and the relevant link
bandwidth from different branches into one BCP and feedback
the new BCP to their upstream node. Associated rate adaptors
are located at multicast sources.

There is a single first-in first-out (FIFO) queue to multiplex
all flows traveling through the outgoing link. Assume that con-
gestion never happens at the router connected with the sources;
hence, these two can be consolidated into one node, which is
true in most cases in real networks.

Before we present the algorithm in detail, we specify the fol-
lowing variables. The variable multicasttree[i] = 1(0) means the
ith branch point receives (does not receive) FCP or BCP control
packet, while receivertree[j] = 1(0) means the jth branch point
receives (does not receive) confirmations from all destination
nodes. On the basis of the earlier specifications, the pseudocode
of the proposed router and source algorithms in congestion con-
trol model of multiple points to multiple points in a multicast
network is shown in Fig. 2.

IV. SYSTEM STABILITY ANALYSIS

The ability of a multicast tree to provide efficient heteroge-
neous distributed communication that can guarantee multiple
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Fig. 2. Pseudocode of the source/router/destination node algorithms.

qualities of service can only be realized by effective traffic man-
agement schemes.

In this paper, a rate-based scheme is used rather than
a window-based adaptation algorithm to achieve congestion
control in multirate–multicast control (MR-MCC) tree. The
window-based scheme has extra complexity in maintaining and
synchronizing the congestion window across all receivers, and it
usually generates data bursts periodically [22]. In our proposed
SPID and SPI control schemes, the rate adaptation takes into ac-
count the buffer occupancies of the destination nodes as well as
the variation of RTTs. The controller parameters are designed to
guarantee the stability of rate, which ensures a smooth dynamic
rate adaptation to minimize packet loss rate. This, in turn, brings
an obvious advantage of the proposed scheme over the widely
adopted additive increase and multiplicative decrease (AIMD)
(see, for example, [22]). For example, in AIMD, it is difficult to
choose the appropriate increase and decrease factors to guaran-
tee the system’s stability, and then to obtain smooth and healthy
rate adaptation and good link utilization.

A. SPID System Stability Analysis

In this section, the stability of the proposed SPID congestion
control scheme is analyzed as follows. Considering (2), if z
transformation is applied, one can easily arrive at

(z − 1)Xi(z) =
m∑

q=1

eqRq (z)z−τi − LiD(z) (5)

where the z transformation of xi(n) and Rj (n) are, re-
spectively, described by Xi(z) =

∑+∞
n=0 xi(n)z−n , Rq (z) =∑+∞

n=0 Rq (n)z−n , and D(z) =
∑+∞

n=0 z−n = z/z − 1.
Taking the z transform of (3), it yields

Rq (z) = µD(z) + a

N∑
i=1

[z−τi Xi(z) − x̄iD(z)]

+
τ∑

j=1

bj z
−jRq (z)

+ c

N∑
k=1

(z−τi Xi(z) − z−τi −1Xi(z)). (6)

From (5) and (6), one has

∆1(z)Rq (z) = a

N∑
i=1

(−LiD(z)z−τR i /2 − x̄iD(z)(z − 1))

− c

N∑
k=1

z−τR i / 2 LiD(z)(1 − z−1)

+ µD(z)(z − 1) (7)

where we denote

∆1(z) =


1 −

τ∑
j=1

bj z
−j


 (z − 1) − a

N∑
i=1

z−τR i

− c
N∑

k=1

(z−τR k − z−τR k −1). (8)

The coefficients a, bj (j = 1, 2, . . . , τ), and c are determined
by the stability criteria of the control theory.

The component ∆1(z) is the characteristic polynomial (CP)
of the multicast system given by (2) and (3) [23]. The CP (8)
is closely related to the stability of the congestion-controlled
network system. From a control-theoretic view, when all the
zeros of (8) lie within the unit disc, the original network system
(2) with the controller (3) is stable in terms of the source sending
rates. Stability is a prerequisite in congestion control to ensure
that the network has no oscillation of sending rate, and thus
minimizes the packet loss rate.

The following computation procedures aid us in determining
if all the roots of a CP lie within a unit disc.

For our purpose, we use Schur–Cohn stability test here. Gen-
erally, for a polynomial

AQ (z) = 1 +
Q∑

n=1

a(Q)
n z−n (9)
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we need to know if all its zeros lie in the unit disc. The following
algorithm is proposed for this purpose.

Algorithm 1: Schur–Cohn stability test
Step 1) Start with the original polynomial of degree Q

(Q coefficients).
Step 2) Generate a sequence of polynomials recursively.

Ai(z), i = Q : −1 : 0, according to

Ai−1(z) = (Ai(z) − qiz
−iAi(z−1))/(1 − q2

i ) (10)

where qi = a
(i)
i . Note that z−iAi(z−1) is a flipped version of

Ai(z).
Step 3) The zeros of the polynomial AQ (z) are inside the

unit circle iff

|qi | < 1, i = Q : −1 : 1. (11)

The previous Algorithm 1 is devised to implement the afore-
mentioned stability condition.

With regard to CP (8), some manipulations are needed for it
to satisfy the form of the polynomial AQ (z). This is done in the
following manner:

∆1(z) = z[1 − (1 + b1)z−1 + (b1 − b2)z−2 + · · ·
+ (bτ−1 − bτ )z−τ + (bτ − a − c)z−τ−1 + cz−τ−2 ]

where we denote

∆′
1(z) = 1 − (1 + b1)z−1 + (b1 − b2)z−2 + · · ·

+ (bτ−1 − bτ )z−τ + (bτ − a − c)z−τ−1 + cz−τ−2 .

(12)

Therefore, we have

∆1(z) = z∆′
1(z).

It is sufficient to ensure the stability if all the roots of ∆′
1(z)

lie inside the unit circle because ∆1(z) has all roots of ∆′
1(z)

together with a root z = 0, which is obviously inside the unit
circle. Thus, Schur–Cohn criterion can be applied to ∆′

1(z)
directly with Q = τ + 2.

Without loss of generality, we group these nodes into one
class, with a small variation of time delays and sending rates.
Thus, we divide N destination nodes into M groups based on
the RTTs, and in each group, the RTT is assumed to be equal,
i.e.,

{τR1 , τR2 , τR3 , . . . , τRN }
= {τ1 , . . . τ1 , τ2 , . . . τ2 , . . . ., τM , . . . , τM } (13)

and we set ni as the number of the RTT ti (i = 1, 2, . . . ,M )
corresponding to the ith group receivers, then N =

∑q
i=1 ni ,

where ni is a positive integer. So, the CP (12) is

∆′
1(z) = z[1 − (b1 + 1)z−1 + · · · + (bτR 1−1 − bτR 1 )

+ (bτR 1 − bτ (R 1 )+ 1 − an1 − cn1)z−(τR 1 −1)

+ (b(τR 1 + 1 ) − b(τR 1 )+2 + cn1)z−(τR 1 −2)

+ (b(τR n i
−1) − bτR n i

)z−τR n i . . .

+ (bτR n i
− bτ (R n i ) +1 − ani − cni)z−τR n i

−1

+ (bτ (R n i ) +1 − bτ (R n i ) +2 + cni)z−τ (R n i )−2 + · · ·

+ (bτ−1 − bτ )z−τ + (bτ − anM − cnm )z−τ−1

+ cnM z−τ−2 ]. (14)

Let 


b1 + 1 = ε

b2 − b1 = ε

b3 − b2 = ε
. . .

bτR 1 − bτR 1 −1 = ε

an1 + bτR 1 +1 + cn1 − bτR 1 = ε

bτR 1 +2 − cn1 − bτR 1 +1 = ε
. . .

bτR n i
− b(τR n i

−1) = ε

b(τR n i
+1) − bτR n i

+ ani + cni = ε

bτR n i
+2 − bτR n i

+1 − cni = ε
. . .

bτ − bτ−1 = ε

(15)

where i = 1, 2, 3, . . . , (M − 1), and

anM + cnM − bτ = ε (16)

−cnM = ε. (17)

Then we can obtain

a = (τε + 2ε − 1)/N (18)

c = (−ε)/nM (19)

and

bj =




jε − 1; (j = 1, 2, 3, . . . , τR1)

jε − 1 − a(n1 + n2 + · · · + ni) − cni ;

(j = τ(Rni ) + 1)

jε − 1 − a(n1 + n2 + · · · + ni); (j = τRni
+ 2)

jε − 1 − a(n1 + n2 + · · · + ni); (j ∈ (τR1 + 1, τ ];

and j = τRni
+ 3, . . . , τRn ( i + 1 ) )

(20)

where i = 1, 2, . . . , (M − 1). We can set

∆′
1(z) = z−τR j [z(τR j +1) , . . . ,−ε(zτR j + z(τR j −1)

+ z(τR j −2) + · · · + z + 1)]. (21)

From [24], when ε < 1/(τ + 2), all the zeros of (21) lie within
the unit disc, and the original network system (2) with the con-
troller (3) is stable.

B. SPI System Stability Analysis

On the basis of the aforementioned SPID stability analysis,
we use a similar method to analyze SPI system stability.
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In order to analyze the stability, first we consider (4); if z
transformation is applied, one easily arrives at

Rq (z) = µD(z) + a
N∑

i=1

[z−τi Xi(z) − x̄iD(z)]

+
τ∑

j=1

bj z
−jRq (z). (22)

From (5) and (22), one has

∆2(z)Rq (z) = a

N∑
i=1

(−LiD(z)z−τR i /2 − x̄iD(z)(z − 1))

+ µD(z)(z − 1) (23)

where we denote

∆2(z) =


1 −

τ∑
j=1

bj z
−j


 (z − 1) − a

N∑
i=1

z−τR i . (24)

The coefficients a and bj (j = 1, 2, . . . , τ) are determined by
the stability criteria of the control theory. The component ∆2(z)
is the CP of the multicast system given by (2) and (4) for SPI
control system [23].

Based on (13), the CP (24) is

∆2(z) = −z−τ [−zτ +1 + (b1 + 1)zτ + (b2 − b1)zτ−1

+ (b3 − b2)zτ−2 + · · · +(bτR 1 − b(τR 1 )−1)zτ−(τR 1 )+1

+ (b(τR 1 )+1 − bτR 1 − an1)z(τ−τR 1 )

+ (b(τR 1 +2) − b(τR 1 )+1)zτ−(τR 1 )−1 + · · ·

+ (bτR i
− b(τR i

)−1)zτ−(τR i
)+1

+ (bτ (Ri +1) − b(τR i
) − ani)zτ−(τR i

) + · · ·

+ (bτR (M −1) −b(τR (M −1))−1 −an(M −1))zτ−(τR (M −1))

+ · · · + (bτ − bτ−1)z + (bτ − anM ]. (25)

Let 


b1 + 1 = ε

b2 − b1 = ε

b3 − b2 = ε
. . .

bτ1 − b(τ1 )−1 = ε

b(τ1 )+1 − b(τ1 ) − an1 = ε

b(τ1 )+2 − b(τ1 )+1 = ε
. . .

b(τR i
) − b(τR i

)−1 = ε

b(τR i
)+1 − b(τR i

) − ani = ε
. . .

b(τR (M −1 )
) − b(τR (M −1 )

)−1 − an(M −1) = ε
. . .

bτ − b(τ−1) = ε

(26)

and

bτ = anM . (27)

We obtain

a = (τε − 1)/N (28)

and

bj =




jε − 1, (j = 1, 2, 3, . . . , τR1)

jε − 1 − a(n1 + n2 + · · · + ni), i ∈ [1, (M − 1)],

j ∈ [τ(Ri )+1 , τR ( i + 1 ) ]).

(29)
We can get

∆2(z)=−z−τ [−z(τ +1) + ε(zτ + z(τ−1) + z(τ−2) + · · · + z)].

(30)
From [24], when ε < 1/(τ + 1), all the zeros of (30) lie within
the unit disc, and the original network system (2) with the con-
troller (4) is stable.

V. PERFORMANCE EVALUATION

To evaluate the performance of the studied multicast conges-
tion control scheme, we focus on the following two simulation
models, and are mostly interested in analyzing the transient be-
haviors of the network. In the performance analysis, the duration
of response time, receiving rate of receivers, and steady state of
buffer occupancy are the main concerns.

From the view of control theory, a control scheme with short
response time has the following advantages: when the buffer of
receiver nodes is close to the threshold, one may tell the sending
node to reduce the sending rate and prevent the loss of packets as
soon as possible; while when the available bandwidth increases,
the sending node increases the sending rate as soon as possible
and enhances the utilization rate of the bandwidth.

In simulations, we process the nodes that have small differ-
ences of time delay and sending rate together. Then we unify the
time delay and sending rate. Since the situation of every node
in each group (about 20 receivers) is similar, we only choose
one node from each group as a representative. We assume that
the link delay is dominant compared to the other delays, such
as processing delays and queuing delay.

Simulations are carried out over a wide range of patterns, and
propagation between two different nodes can lie in the LAN case
or the WAN case. Based on the different models and network
dynamic behavior, we present two simulation experiments. In
simulation 1 (see Fig. 3), the multicast source S1 sends data
packets at 0 ms and the multicast source S2 starts to send data
packets at 1000 ms in the simulation time; then the joining of S2
enhances the network dynamic behavior, and also demonstrates
the efficiency of the SPID and SPI schemes. In simulation 2
(see Fig. 9), there are more receivers and longer delay than in
model 1, and we set appropriate parameters to enable system sta-
bility. In each model, we compare and evaluate the performance
of the SPID and SPI systems.
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Fig. 3. Multicast simulation model 1.

TABLE I
PARAMETERS IN THE SIMULATION MODEL 1

A. Simulation 1

In this simulation, we focus on comparing the transient be-
havior of the SPID and SPI network systems based on Fig. 3.

The relevant notations and assumptions are listed in Table I,
and τ = 16 ms, N = 60, and n1 = n2 = n3 = 20. According
to the aforementioned simulation parameters and system stabil-
ity analysis in Section IV to select the control gains, one com-
putes the relevant control parameters based on Functions 18–20
(for SPID scheme) and Functions 28–29 (for SPI scheme).

For SPID scheme, we set ε to be 1/20, which is sta-
ble in the system. Then, a = −1/600, c = −1/400, and b =
[b1 , b2 , b3 , . . . , b16 ], i.e.,

b = [−19/20,−9/10,−17/20,−8/10,−2/3,−2/3,−37/60,

− 34/60,−26/60,−26/60,−23/60,−20/60,−17/60,

− 14/60,−11/60,−7/60,−8/60].

For SPI scheme, we also set ε to be 1/19, which is stable
in the system. Then, a = −1/380 and b = [b1 , b2 , b3 , . . . , b16 ],
i.e.,

b = [−18/19,−17/19,−16/19,−15/19,−13/19,−12/19,

− 11/19,−10/19,−9/19,−8/19,−7/19,−6/19,

− 4/19,−3/19,−2/19,−1/19].

In this section, the simulation results of simulation 1 are
shown in Figs. 4–8. The sending rates of sources S1 and S2
are shown in Figs. 4–5, respectively. The initial sending rate
of multicast source S1 is 6 Mb/s. It can be seen that, although
the sending rate of the multicast source S1 has some fluctuation
at first, as time goes on, the sending rate is gradually adjusted
and quickly at the value of 2 Mb/s within 74.1 ms for SPID
controller, and 325.4 ms for SPI controller. When the multicast
source S2 starts to send data packets at 1000 ms, the sending rate

Fig. 4. Sending rate of S1.

Fig. 5. Sending rate of S2.

Fig. 6. Buffer occupancy of receiver 1.

of source S1 has some fluctuation in response to the multicast
source S2 joining, and quickly stabilizes at the new value of
1 Mb/s within 287.5 ms for SPID controller and 362.5 ms for
SPI controller. Figs. 6–8 show the buffer transient responses
of the receiver node 1, node 21, and node 41, respectively. In
Fig. 6, these buffer occupancies of the bottleneck receivers all
have some fluctuation in the beginning. Then they gradually
become stable at the value 27.5 Mb for SPID controller and
230 Mb for SPI controller. When the multicast source S2 starts
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Fig. 7. Occupancy of receiver 21.

Fig. 8. Occupancy of receiver 41.

TABLE II
COMPARATIVE ANALYSIS OF THE SIMULATION MODEL 1

to send data packets at 1000 ms, the buffer occupancies of the
receivers have some fluctuation in response to the multicast
source S2 joining. For receiver group 1, they quickly become
stable at the value 240 Mb for SPID controller and 255 Mb for
SPI controller. In Figs. 7–8, some packets accumulate in the
buffer of receiver 21 and receiver 41 at the beginning. As time
goes on, the controller starts to adjust the transmission rate of
the source, and the remaining packets in the buffer are cleared.

Table II gives the comparative analysis of the simulation
model 1. The second and fourth rows are about the stable send-
ing rates of sources S1 and S2 in time range [0, 2000] ms. The
third and fifth rows are about the response times of stable send-

Fig. 9. Multicast system model 2.

Fig. 10. Sending rate of S1.

ing rates in the two different time ranges. It is clear that our two
schemes could quickly adjust the buffer occupancy and the rates
of sending node based on the dynamic network environment.

These simulation results demonstrate our SPID and SPI con-
trollers, efficiency in terms of system stability, fast response,
low packet loss, and high scalability. Based on our schemes, the
source adjusts the sending rate gradually to stabilize the buffer
occupancy and rate of sending node quickly. Based on the earlier
comparative analysis in Table II, we find that SPID controllers
can provide better performance than SPI controllers in terms of
the fast response of the controlled sending rates and low buffer
occupancy of bottleneck receivers.

B. Simulation 2

In this simulation, we focus on comparing the SPID and SPI
performances based on the multicast system shown in Fig. 10.

The relevant network parameters and assumptions are listed
in Table III, and τ = 24 ms, N = 100, and n1 = n2 = · · · =
n5 = 20. According to the earlier simulation parameters and
system stability analysis in Section IV to select the control
gains, the relevant control parameters are computed based on
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TABLE III
PARAMETERS IN THE SIMULATION MODEL 2

Fig. 11. Occupancy of receiver 1.

Functions 18–20 (for SPID scheme) and Functions 28–29 (for
SPI scheme).

For SPID scheme, we set ε to be 1/29, which is sta-
ble in the system. Then, a = −3/2900, c = −1/580, and
b = [b1 , b2 , . . . , b24 ], i.e.,

b = [−28/29,−27/29,−26/29,−25/29,−24/29,−23/29,

− 102/145,−102/145,−178/290,−178/290,−168/290,

− 158/290,−132/290,−132/290,−122/290,−112/290,

− 102/290,−92/290,−82/290,−72/290,−62/290,

− 52/290,−42/290,−32/290].

For SPI scheme, we set ε to be 1/30, which is stable in the
system. Then, a = −1/500 and b = [b1 , b2 , . . . , b24 ], i.e.,

b = [−29/30,−14/15,−9/10,−13/15,−5/6,−4/5,

− 109/150,−52/75,−31/50,−44/75,−83/150,

− 39/75,−67/150,−31/75,−19/50,−26/75,

− 41/150,−6/25,−31/150,−13/75,−7/50,

− 8/75,−11/150,−1/25].

In this section, as the two sources send data packets at the
same time, we only choose the source S1 as a representative.

The sending rate of multicast source S1 is shown in Fig. 10.
After 74.3 ms for SPID controller and 222.1 ms for SPI con-
troller, the sending rate of source S1 in stable system is stable
at the value 1 Mb/s. Figs. 11–15 show the cases of buffer oc-
cupancies in receiver 1, receiver 21, receiver 41, receiver 61,
and receiver 81. In stable case, the buffer occupancies in re-
ceiver 1 and receiver 21 quickly stabilize at the values 115.5

Fig. 12. Occupancy of receiver 21.

Fig. 13. Occupancy of receiver 41.

Fig. 14. Occupancy of receiver 61.

and 115.1 Mb for SPI controller shown in Figs. 11–12, while
SPID controller clears the data in the buffer during the stable pe-
riod. In Figs. 13–15, some packets accumulate in the buffers of
receivers in the beginning. As time goes on, the controller starts
to adjust the transmission rate of the source, and the remaining
packets in the buffer are cleared.

These simulation results demonstrate our SPID and SPI con-
trollers, efficiency in terms of system stability, fast response,
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Fig. 15. Occupancy of receiver 81.

TABLE IV
COMPARATIVE ANALYSIS OF THE SIMULATION MODEL 2

low packet loss, and high scalability. Based on our schemes, the
source adjusts the sending rate gradually to stabilize the buffer
occupancy and rate of sending node quickly. Then the theoreti-
cal agreement with the simulations in the case of bottleneck link
appearing in a multicast tree is verified. Therefore, the SPID and
SPI schemes are effective and efficient schemes. Based on the
comparative analysis presented in Table IV, we find that SPID
controllers can provide better performance than SPI controllers
in terms of the fast response of the controlled sending rates and
low buffer occupancy of bottleneck receivers.

In Tables II and IV, it is clear that SPID can make faster re-
sponse in adjusting the sending rates of multicast sources not
only at the beginning of the multicast system, but also during
the dynamic change of the frame of the multicast system. Thus,
based on the earlier comparative analysis, we demonstrate that
SPID controller can obtain better multicast performance than
SPI controller; however, the SPID scheme requires more com-
puting time and CPU resources.

VI. CONCLUSION

The advances in MIMO systems and networking technologies
introduced a revolution in recent times, which promises signif-
icant impact throughout our lives, especially in wireless and
wired multicast (multipoint-to-multipoint) transmission field.

In this paper, we presented two novel wireless and wired mul-
ticast schemes, called SPID and SPI schemes, using an explicit
rate feedback mechanism to design a controller for regulating
the source rates in wireless and wired multipoint-to-multipoint
multicast networks. The control parameters of the SPID and SPI
controllers can be designed to ensure the stability of the control
loop in terms of buffer occupancy and adjust automatically, de-

pending on the network load. This subsequently means that the
schemes provide the least packet loss in steady state. Relevant
pseudocodes for implementation have been developed, and the
paper shows how the two controllers could be designed to adjust
the rates of data service. Simulations have been carried out with
wireless and wired multipoint-to-multipoint multicast models
to evaluate the performance of the SPID and SPI controllers.
The simulation results clearly demonstrate the efficiency of our
scheme in terms of system stability and fast response of the
buffer occupancy, as well as controlled sending rates, low packet
loss, and high scalability. The simulation results also show that
SPID scheme has better performance than SPI scheme; how-
ever, SPID scheme requires more computing time and CPU
resources. As evident from the analyses and simulation results,
the proposed multicast scheme is simple and also can support
unicast. We believe that our study is a valuable foundation for
a unified flow control scheme capable of being deployed in real
multicast networks.

A limitation of the explicit rate schemes is that if the network
has a larger transfer delay, then the effect of the control schemes
becomes weak. A possible reason is that a larger delay makes
the response time too long, which is not good for an applicable
network. Our further research along this line of study would
investigate TCP-friendly related issues in multicast congestion
control.
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