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Abstract

Machine learning has been around for several decades however it was not practically useful up until recently. Deep learning is the technology that has proficiently solved some of the most challenging problems to artificial intelligence such as image recognition, natural language processing. In this report, background theory of deep learning is discussed and then applied to create a facial recognition model using a labeled dataset of ~34,000 images. The model can categorises the images in seven emotion classes. It achieves an accuracy of 58% on the test dataset. That accuracy may not seem impressive to humans, but it an accomplishment for a machine to learn patterns from data with little human involvement.

Contents

Introduction 2

Background Theory 3

Machine Learning 3

Neural Networks 4

Convolutional Neural Networks 10

Application 12

Implementation 12

Results 15

Experimentation with CNNs 19

Convolution Layers 19

Dense Layers 23

Conclusion 26

Appendix A: Details of Model 30

Keras Code 31

Appendix B: Example Predictions 33
Introduction

Machine Learning is a technique in which computers learn from example without being explicitly programmed. This is essential to be able to build artificial intelligence. There are various methods to make a machine learn patterns. This is still an emerging field so there are still new ideas being developed. Deep Learning is a method to get a machine to learn using labeled data i.e. a type of machine learning. It had been quite promising in the recent years, but there are still various challenges that need to be overcome. Deep learning has been around for over decades, however it only became viable with the development of cheap computer’s graphics processing unit (GPU). GPUs are special purpose CPUs which are designed to compute in parallel. The deep neural networks are structured in a way that require the same computation to be applied over thousands of values while training.

This report contains details about how deep learning was developed, and functions in its current state. After the theory, a model will be developed for recognising facial expression of humans using this approach. Facial feature recognitions is a effortless task for humans, however it provides a challenge when implementing it on a computer. If a traditional explicit approach is taken then it can take significant time and resources to build a model that works reliably with all face types, skin-tones etc. However, it is possible to build a basic model using deep learning with much less effort on programers part. The model is built using supervised learning, i.e. labeled dataset, which did require human assistance to build, therefore it not a silver bullet to artificial intelligence just yet.

\[ \text{Figure 1: Trying to build a bird or not bird classifier using explicit approach.} \]  
\[ \text{Source: xkcd} \]
Background Theory

This section explains what machine learning is, and how it functions. It develops the knowledge needed to successfully build a deep neural network.

Machine Learning

In machine learning a computer takes a cache of data and builds a model with it. A model is the output of the process, it is used to predict the results based on some inputs using the correlation present in the data used to train it. This means the training data is an important part of the process because the model is a representation of the data and it cannot be expected to produce results which have not been encountered before in the data. The impressive part is that the process of building the model is automated, hence the name machine learning. This automated process can be used to create a model for an application which cannot be easily described using equations and laws. The model is just a non-linear function which fits the presented data with minimal error.

Generally machine learning techniques can be split into three types: supervised, unsupervised, and reinforced learning. Supervised is when labeled data is used to build the model. Labeled dataset contains the inputs, and outputs which are the data, and label, respectively. The initial dataset needs to be generally created by hand, which can be tedious and sometimes not practical.

Unsupervised learning is when un-labeled data is provided and the machine is asked to infer trends and patterns. This is useful for finding anomalies/fraud, clusters and associations in data. This is often referred to as data mining.

Reinforced learning is similar to supervised learning in the sense it has inputs and output. However, it also requires a function to produce a complementary grade for the produced output which signifies the correctness of the result produced. This value is then used to adjust the model respectively, i.e. if the grade is positive then the model is rewarded to produce more similar results, and the model is penalised if the result is incorrect telling the model to not repeat the mistake. This changes the model on the fly and improves the performance over iterations, unlike supervised learning model which will produce the same results with the same inputs.

The supervised learning technique’s applications can be divided into two types: classification and regression. Regression is predicts the output values using the input values. Deep learning is seldom used for regression because it yields poor performance and regres-
Facial expression recognition using deep learning requires simpler approaches. The model resembles a function which defines the training data. On the other hand, classification model predicts the class/category of the input value. The results can be only one of the pre-defined classes.

**Neural Networks**

The inventor of one of the first neuro-computers, Dr. Robert Hecht-Nielsen, defined a neural network as:

"...a computing system made up of a number of simple, highly interconnected processing elements, which process information by their dynamic state response to external inputs." 

The neural networks are loosely modelled after the mechanism of the mammalian brain. The brain is composed of billions of neurons which transmit signals from one another, in a neural networks these processing elements are called nodes. The neural network is composed of a network of these nodes, the connection between two nodes has an associated weight called connection weight. The connection weight determines the magnitude of the input signal coming from that connection has on the node. Figure 2 visualises these parts of an example node. In the example the node has three inputs signals \((x_1, x_2, x_3)\) with their respective weights \((w_1, w_2, w_3)\) and produces one output signal \((y)\). The diagram also shows another factor, bias \((b)\), which is another factor associated with storage of information. The node can be defined by the weights matrix and the bias value. The weighted sum (Equation 1) of the input signals and the bias is then passed to the activation function of the node. The activation function describes the behaviour of the node; it decides if the neuron should fire/activate or not. Activation functions are discussed in more detail later in the report.

---


---

Figure 2: A diagram describing a node of a neural network. It shows how inputs, weights, and bias affect the node’s definition.
where:

\[ v_i = \text{weighted sum of connections of node } i \]

\[ \phi(\cdot) = \text{activation function of node } i \]

\[ y_i = \text{output signal of node } i \]

As a neural network is made of a network of nodes like this, they stack up as layers passing their output as the input for subsequent nodes. The layers can be classified in three types: input, hidden, and output layers. Input layer is where the data is input by the user, the nodes on this layer do not have to find out the weighted sum and activation function is usually just a linear function \((y = x)\) because the outputs of this layer is the same as inputs. It serves as a pipeline to transmit the data through to the next layer. Output layer is which produces the final output of the neural network. Usually its number of nodes is equal to number of classes on a classification model. They output probability of the input belonging to each class. The layers in between the input and output layers are called hidden layers. These contain the node detailed above. There is no theoretical limit on how many hidden layers a neural network can have, only a practical limit because with increase in number of layers the computations will increase exponentially. These layers are visualised in Figure 3. Since the inputs of a node in a hidden layer depend on multiple signals from the previous layer, the signal advances layer by layer; all the nodes on current layer need to evaluated before starting with next layer.

After the neural network has set up its nodes with reasonable initial weights of all layers, it needs to be trained. In the training process the weights will be iteratively updated to produce the expected results with the respective inputs. The function that defines how the weights should be updated is called learning rule. The most common and simple rule is called delta rule which uses the difference between the target activation and the obtained activation of a node to update the weights, Equation 5.

The generalised delta rule of the neural network will be represented by Equation 4. The weights are incrementally updated using Equation 3. The equation uses a constant control variable, \( \alpha \), called learning rate. This rate change how much the weights change in a single update. This needs to selected carefully because a high learning rate would make it difficult for the weights to converge, and a low learning rate would take more number of iterations to reach a

---

\[ v_i = (w_1 \times x_1) + (w_2 \times x_2) + (w_3 \times x_3) + b \quad (1) \]

\[ y_i = \phi(v_i) \quad (2) \]
solution.

\[ w_{ij} \leftarrow w_{ij} + \alpha \delta_i x_j \]  
\[ \delta_i = \phi'(v_i)e_i \]  
\[ e_i = d_i - y_i \]  

where:
\[ d_i = \text{target activation} \]
\[ y_i = \text{obtained activation} \]
\[ e_i = \text{output/activation error} \]
\[ v_i = \text{sum of weighted forward signals and bias} \]
\[ \phi'(\cdot) = \text{derivative of activation function} \]
\[ x_j = \text{input signal from node } j \]
\[ \alpha = \text{learning rate } (0 < \alpha \leq 1) \]
\[ w_{ij} = \text{weight of signal from node } j \text{ to node } i \]

The weights are updated in the reverse order of layers i.e. from output layer to input layers, this is called back-propagation. Since target activation is only know for the output layer nodes; without target activation the delta rule cannot determine the error of hidden nodes, hence cannot update the weight systematically. This was an unsolved problem until the introduction of back-propagation algorithm in
The algorithm provided a systematic method to determine the error of the hidden nodes. Using these errors, the delta-rule can be applied on hidden layers. The error of a hidden node is defined as the weighted sum of the back-propagated deltas from the layer on the immediate right of the node. This is described as Equation 6. This error is then used as described in delta-rule, Equations 4 and 3. All the deltas of hidden nodes are first determined before applying the learning rule to change the connection weights.

\[
e_i = \sum w_{ij} \delta_j
\]

\[
\delta_i = \phi'(v_i)e_i
\]

\[
w_{ij} \leftarrow w_{ij} + \alpha \delta_i x_j
\]

where:

- \( \delta_j \) = delta of node \( j \)
- \( w_j \) = weight of signal from node \( j \) to node \( i \)
- \( e_i \) = error of hidden node \( i \)

Note that the final equation that determines the weight update is a function of the node’s input \( (v_i) \) and the error in the output node. The error \( (e_i) \) of hidden and output nodes is calculated differently but they are both used in a function with the input weighted sum to update the connection weights.\(^6\) The update does not have to be the delta rule in Equation 4, this method is called *Stochastic Gradient Descent*. There are other optimiser algorithms that can perform better such as Adagrad, Adadelta, RMSprop, and Adam, provide an alternative to classical SGD. These methods change the learning rate parameter.

These per-parameter learning rate methods provide heuristic approach without requiring expensive work in tuning hyperparameters for the learning rate schedule manually.

The learning rule can of output layers also employ *cost functions* to improve the learning rate of the neural network. Cost functions define the measure of the error as a non-linear function. The most effective cost function is called *cross-entropy function* which is defined as Equation 9. A sketch of the function is shown in Figure 4 which shows how the error changed exponentially rather than linearly.

\(^*\) The error of hidden nodes is calculated by back-propagated deltas while error output node can be as simple as the difference between target and actual activation.
\[ e_i = -d_i \ln(y_i) - (1 - d_i)\ln(1 - y_i) \]  \hspace{1cm} (9)

\[
\begin{cases}
  -\ln(y_i) & d_i = 1 \\
  -\ln(1 - y_i) & d_i = 0
\end{cases}
\]  \hspace{1cm} (10)

where:

\( y_i \) = obtained activation  \\
\( d_i \) = target activation  \\
\( e_i \) = activation error

The value produced by the weighted sum of signals and the bias are in the domain of real number \(-\infty \) to \(+\infty\). Since the value is not bounded so it is difficult to tell how activated the node is in the network. A neural network without a activation function is the same as defining it as a linear activation function i.e. \( y = x \). Therefore, the neural network would be a linear regression model which has limited applications and performance issue when dealing with complex data such as images, videos, audio etc. The activation function also needs to be differentiable because the derivative is needed to perform back-propagation to train the neural network as discussed previously. The gradient of a linear activation function is constant so the descent to the solution is going to be on constant gradient. The changes made by back-propagation to weights of connections from a node will be constant and not dependent on forward input signal.

The most widely used activation function is sigmoid activation function. It returns a value between 0 and 1, which is usually a requirement for probability models. A sketch of this function is shown in Figure 5. The function is non-linear so it can be used to model complex functions. Another benefit of using this functions is that it has a high gradient when \( x \) is small which makes a clear distinction on prediction, assuming 0.5 is the decision boundary. It does have a major drawback which is the vanishing gradient problem. Notice how the gradient of the function significantly decreases with larger \( x \) values. And when training a neural network, this gradient is used in the learning rule to adjust the connection weights. Therefore, if the gradient is very small the adjustment will not be significant, leaving the node practically unchanged. This leads to problems with deep neural networks because the layers closer to output layer will be trained and layers closer to input layer be not be properly trained, or will be drastically slow.

There is a variation of sigmoid activation function which outputs values between -1 and 1. It is called hyperbolic tangent activation function (TanH) which is sketched in Figure 6. It has the benefit of
having a larger gradient since the output values are centred around 0, so it will reach a solution quicker. And it maps negative inputs to negative values and zero inputs to near zero values. However, it also suffer from the vanishing gradient problem.

The Rectified Linear Unit activation function (ReLU) is the state-of-the-art solution to vanishing gradient problem. The function is sketched in Figure 7. It is defined as max(0, x) i.e. return the input if it is greater than zero otherwise return zero. The output of the function is not bound unlike the previous two functions so the activation can blow up. The use of ReLU activation function will lead to a sparse activation because any negative values will result in nodes being turned off. This will make the neural network lighter compared to other activation function where almost all will be activated to describe the output of the network. The function’s and its derivative’s definition is also simpler which will reduce the computation load because it involves simpler mathematical operations. However, it does have a drawback which is the gradient can be zero when input is negative. This will not adjust the weights during back-propagation. This is called dying ReLU problem. This problem can cause certain nodes to die i.e. never activate making a substantial part of the neural network passive.

There is a variation of ReLU which tries to tackle dying ReLU problem called leaky ReLU function. It changes the flat part of the function to a low-gradient linear function as shown in Figure 8. The main idea is to introduce a small gradient to keep the weight updates alive.

<table>
<thead>
<tr>
<th>Name</th>
<th>Function</th>
<th>Derivative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sigmoid</td>
<td>$\phi(x) = \frac{1}{1 + e^{-x}}$</td>
<td>$\phi'(x) = \phi(x)(1 - \phi(x))$</td>
</tr>
<tr>
<td>TanH</td>
<td>$\phi(x) = \frac{2}{1 + e^{-2x}} - 1$</td>
<td>$\phi'(x) = 1 - \phi(x)^2$</td>
</tr>
<tr>
<td>ReLU</td>
<td>$\phi(x) = \begin{cases} 0 &amp; x \leq 0 \ x &amp; x &gt; 0 \end{cases}$</td>
<td>$\phi'(x) = \begin{cases} 0 &amp; x \leq 0 \ 1 &amp; x &gt; 0 \end{cases}$</td>
</tr>
<tr>
<td>Leaky ReLU</td>
<td>$\phi(x) = \begin{cases} \alpha x &amp; x \leq 0 \ x &amp; x &gt; 0 \end{cases}$</td>
<td>$\phi'(x) = \begin{cases} \alpha &amp; x \leq 0 \ 1 &amp; x &gt; 0 \end{cases}$</td>
</tr>
</tbody>
</table>

An issue with ReLU is that it cannot be used for the output layer. The output layers needs to output the probability of a classification which needs to be between 0 and 1. Sigmoid can be used for binary classification, i.e. two classes. The output value can be compared against a threshold (0.5) to decide which class the output belongs to.
However, sigmoid function cannot be used for output layer of a multi-class model. The function does not account for other output nodes so the total probability of all output nodes can add up to more than one. For multi-class model softmax function is more suitable. The softmax function maintains the sum of the output values to be one by accounting for the relative magnitudes of all the output nodes. The softmax function is defined in Equation 11.

\[
\phi(v_i) = \frac{e^{v_i}}{\sum_{k=1}^{M} e^{v_k}}
\]

where:
- \( \phi(\cdot) \) = softmax activation function
- \( v_i \) = weighted sum of inputs of node \( i \)
- \( M \) = number of nodes in output layers
- \( e \) = Euler’s number

**Convolutional Neural Networks**

Convolution neural networks (CNN) are a type of deep feedforward networks which have feature extractors built in them. They imitate how the visual cortex of the brain processes and recognises the images. They are needed because using original images as inputs for classification task will result in a poor performance regardless of the training method. In the wild the images a neural network encounters may not be centred, focused, or in the same format as the images used to train it. A fully connected deep neural networks works by learning global features which can easily be changed by moving the image away from centre. Figure 9 shows how the a fully connected neural network is fooled by translating the image. Convolution neural networks have convolution and pooling layers built in them. The features extracted in these layers is passed to a fully connected neural network which acts as a classifier as before, but it learns from extracted local features.

Convolution layers apply the convolution operation on the input data. The output of the operation is called feature map. This layer does not have any connection weights instead it has convolution filters a.k.a. convolution kernel. The result of the filter operation does go through an activation function similar to a node’s output. These filters are learnt in the training process. Usually a convolution layer employs more than one filter. The network places the filter on every spacial position (pixel on image) to produce a two-dimensional feature map. The network uses this information to learn filters that activate when
they see a type of visual feature. The visual feature can be as simple as colours, and edges, or it can be a more complex pattern.

Pooling layer is usually used with convolution layers. They progressively reduce the spatial size of the image. This is done to reduce the computation load and overfitting. There are various types of pooling operations such as max, min, mean. The most common one is max-pooling, which takes the maximum value from the pooling window as shown in Figure 11.
Application

The chosen application for this project was facial expression recognition. The model is built using TensorFlow with Keras' application programming interface (API). Keras is a high-level neural networks API which runs on top of TensorFlow with the focus on fast experimentation. TensorFlow is an open source software for high performance numerical computations which can be deployed on various platforms (CPUs, GPUs, Tensor-PUs). It was originally created by researchers and engineer at Google Brain.

The labeled dataset, Facial Expression Recognition 2013 (FER-2013), was available from Kaggle. Kaggle is an online platform for hosting open source machine learning competitions. The dataset consists of 48 × 48 greyscale images of centred faces. The training set has 28,709 labeled images, and the test set has 7,178 examples. There are seven emotion classifications as show in Table 2. The ratio of classes is the same in training and test sets.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training</th>
<th>Test</th>
<th>% of Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angry</td>
<td>2995</td>
<td>958</td>
<td>13.3</td>
</tr>
<tr>
<td>Disgust</td>
<td>436</td>
<td>111</td>
<td>1.5</td>
</tr>
<tr>
<td>Fear</td>
<td>4097</td>
<td>1024</td>
<td>14.3</td>
</tr>
<tr>
<td>Happy</td>
<td>7215</td>
<td>1774</td>
<td>24.7</td>
</tr>
<tr>
<td>Sad</td>
<td>4830</td>
<td>1247</td>
<td>17.4</td>
</tr>
<tr>
<td>Surprise</td>
<td>3171</td>
<td>831</td>
<td>11.6</td>
</tr>
<tr>
<td>Neutral</td>
<td>4965</td>
<td>1233</td>
<td>17.2</td>
</tr>
</tbody>
</table>

Table 2: Seven classes in the dataset and their number of instances.

Implementation

A convolutional neural network is the appropriate choice for facial expression recognition since the input data can vary which will defeat a fully connected neural network. The model's input is the 2D greyscale image, and the output is a one-hot encoded array. The initial layers of the model are convolution and pooling layers to extract the features of the images then followed by fully-connected neural network for predictions. The structure of the layers is shown in Table 3. The network employs cross-entropy cost function as describe earlier. This architecture was inspired by an ImageNet LSVRC-2010 contest winner which uses two convolution layers followed by max-pooling layer structure. The high number of convolution layer were chosen to allow the network to develop complex filters which will is required as this a multi-class classification model.

---

9 François Chollet et al. Keras. https://keras.io, 2015


12 One-hot encoded format is where rather than storing the class-number, a one-dimensional matrix of size equal to number of classes is used. For instance, with total of 4 classes, [3] will be encoded into one-hot matrix as [0, 0, 1, 0].

Table 3: Layers of convolutional neural network.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
<th>Activation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2D</td>
<td>32 filters (3x3)</td>
<td>ReLU</td>
</tr>
<tr>
<td>Conv2D</td>
<td>32 filters (3x3)</td>
<td>ReLU</td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>1 filter (2x2)</td>
<td>ReLU</td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3)</td>
<td>ReLU</td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3)</td>
<td>ReLU</td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>1 filter (2x2)</td>
<td>ReLU</td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3)</td>
<td>ReLU</td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3)</td>
<td>ReLU</td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>1 filter (2x2)</td>
<td>ReLU</td>
</tr>
<tr>
<td>Dense</td>
<td>512 nodes</td>
<td>ReLU</td>
</tr>
<tr>
<td>Dense</td>
<td>512 nodes</td>
<td>ReLU</td>
</tr>
<tr>
<td>Output</td>
<td>7 nodes</td>
<td>Softmax</td>
</tr>
</tbody>
</table>

The GPU used to train the model was NVIDIA Tesla K80 with 12GB memory, the CPU used for controlling the GPU was Intel Xeon with 61GB of RAM. Since the number of training parameters are constant each epoch took 15 seconds. The information about number of training parameters are in Appendix A. The network was trained for 50 epochs, the accuracy and loss curves are shown in Figure 12. The accuracies of the model on validation and training sets are 0.57 and 0.99, respectively. Notice how the validation loss and accuracy are significantly worse than training accuracy and loss, this is the result of overfitting. Overfitting is when the model learns the training data too well and fails to generalise. Overfitting can be overcome with various methods, the simplest is applying dropout in layers. With dropout the network randomly selects nodes to train in each epoch. Rest of the nodes are deactivated, which prevents overfitting as it continuously alters which nodes and weights to update.
Another model was trained after adding dropout layers after each pooling and dense layers in the previous model. The dropout rate for pooling and dense layers were set to 0.25 and 0.5, respectively. The results of this model are shown in Figure 13. The model is more generalised but there is still overfitting in the model as the validation and training curves are moving further apart.

![Figure 13: Accuracy and loss of the network with dropout after each epoch on training and validation datasets.](image)

Another solution for overfitting is regularisation of weights. It works by penalising the loss function to constraint the complexity of the network. The most common regularisation function is penalises the square value of the weights, it changes the cost function as shown in EQUATION 12. This is applied on all the convolution layers with $\lambda = 0.001$ for the next model and trained for 200 epochs.

$$
e_t = \varepsilon(d_i, y_i) + \lambda \frac{1}{2} |w|^2$$

(12)

where:

$\varepsilon(\cdot) = \text{cost function}$

$w = \text{weights matrix of connection from immediate right layer (towards output layer)}$

The training and validation accuracy and loss are shown in Figure 15. The model is no longer overfitting as the training and validation curves are not diverging. Note that the learning rate of the model was changed from 0.001 to 0.0001 on epoch 88 to let the model converge; this change is evident in the figures. The validation accuracy was of 0.58 after epoch 200. The validation accuracy is more than the training set’s accuracy that means the model has generalised well.

![Figure 14: Hidden layer of a deep neural network is a complete black-box at the moment. Source: xkcd](image)
Results

A *confusion matrix* is a table that describes the performance of a model on a test data. It helps identify which classes are being confused with each other by the model. The confusion matrix of this model is shown in Figure 16. The best performing class is "Happy" at 0.82 accuracy, it also happens to constitute 24.7% of the whole dataset. On the other hand, the worst performing class is "Disgust" at 0.12 accuracy which only makes up 1.5% of the datasets. This class is mostly confused with "Angry" class, as shown. "Angry" class has significantly more samples so it is possible that the model generalises the class too much and is not able to distinguish "Disgust" due to limited sampled. So it is likely that the performance is being limited by the size of datasets for that class.

*Figure 26* and *Figure 27* shows examples of incorrect predictions with lowest and highest probabilities for each class, respectively. *Figure 29* shows examples of correct prediction with highest probabiliies for each class. Looking at these predictions provides better understanding of the confusion matrix. The dataset was assembled automatically with some supervision so it contains some label noise. And some images could potentially fall in two categories even if they were classified by a human. It is estimated that the human performance is roughly between 65% and 68%.14

The feature extractors of the convolutions layers are learnt by the training process. Initially the features are randomly initialised with uniform distribution between -0.5 and 0.5. There are two method to visualise the learnt filters, first is to simply show the weights of the filters however this can get difficult to understand for deep layers as the filters weights do not reflect how image is changed with previous convolutions. For the initial layer this is quite straightforward.


It is best to keep the filter values small as possible to reduce the size of the model while training and in production. However, it starts being an issue when the number of floating points does not have enough precision to train the model further. Modern GPUs support double floating point precision up to 64-bits.
Second method is to find an image that generates the maximum activation map for that kernel. This is same as back-propagation except the image is changed and weights are kept constant. The generated image shows what features this filter extracts.\textsuperscript{15}

The first layer’s filter weights and the images that produce the maximum activation are visualised in Figure 17. As expected this layer contains simple filters which are edge detectors at various angles. There are some images that are either random or just empty, this can be a symptom of high learning rate.

The images that maximally activate the filters for the rest of the layer are shown in Figure 18. As the data travels deeper in the network the filters start getting more complex to recognise various patterns. The figure only includes the filters that produces significant activation.

![Confusion Matrix](image-url)

**Figure 16:** The confusion matrix of the model. Test data of classes on \(y - \) axis is supplied and the model’s predicted class is \(x - \) axis. The values are equal to the percent of the whole test sample for each class. The number of test samples for each class is shown in the last column which makes up the whole test set.

Figure 17: The filter weights of layer 1 and generated images that produce the maximum activation. Note that images do not correspond to the same filters. The weights are of the first 25 filters calculated by the network.
Figure 18: Sample images that produce the maximum activation on filters from convolution layers 2 to 6.
Experimentation with CNNs

This section contains information about various experiments that were performed on the previously discussed CNN model to get a better understanding of convolution neural networks.

Convolution Layers

First experiments was to test how the "depth" of the features extractor part of the neural network i.e. the convolution layers' effects on the performance of the model.

Each pair of convolution layers is replaced with a single convolution layers with the same configuration. This brings a total of 3 convolution layers with 32, 64, 64 $3 \times 3$ filters respectively and 2 dense fully-connected 512-node layers at the top with softmax as the final output layer. The training takes 7 seconds for each epoch on the same hardware and was trained for 100 epochs with on the same data. The results of this are show in Figure 19. From the figure it is evident that both the models perform similarly except the shallower model has a higher accuracy asymptote. The shallower model starts training with better accuracy and has better accuracy gradient over epochs; this is perhaps due to the model having fewer randomly initialised parameters for convolution filters and the error propagated backwards is stronger. After 150 epochs the validation accuracy of shallower network is 0.5980 compared to 0.5746 and 0.5787 of deeper model after 150 and 200 epochs. It should be noted that the shallower model is worse at generalising since the training set’s accuracy and loss is better than validation set’s.

To continue with the experiments, the architecture was modified slightly by removing the 3rd convolution layer. That leaves the network with 2 convolution layer with 32 and 64 $3 \times 3$ filters respectively and 2 fully-connected dense layer. First model was trained with the same parameters for 50 epochs with each epoch taking 6 seconds. However, the effects of overfitting were evident in the accuracy and loss curves. To counter the overfitting the regularisations of convolution layers was increased from 0.0001 to 0.001 and retrained. Nevertheless the model was still overfitting, it just took larger number of epochs to overfit. The accuracy and loss curves after applying the 0.001 regularisation on the 2 convolution layers is shown in Figure 20. To it would appear that reducing the number of convolution layers, hence total count of the filters, results in overfitting because it becomes harder for the network to generalise while reducing the loss in training data. The final validation accuracy of the model after 100 epochs was 0.5590.
Next test was to see the effect of using different kernel size for the convolution layers. So far all the model were using a $3 \times 3$ kernels for all the layers. It is common practise to increase the size of kernels as moving deeper in the neural network because larger kernels can learn more complex filters compared to simple filters like an vertical edge detector. Keep the model the same as the shallow network with 3 convolution layers and 2 dense layers, the kernel size for the convolution layers was changed to $32 \times 3$, $64 \times 5$, and $64 \times 7$ respectively. The model was then trained with the same data and each epoch took 9 seconds to complete. The model performed similar to the shallow network $3 \times 3$ kernel model except that it generalises better. The separation between the training and validation accuracy curves is minimal but still not as good as the deep CNN which has better accuracy on the validation data. Therefore, larger filter sizes helps the neural network generalise better with limited number of convolution layers. The final validation accuracies of the models with increasing size kernels and constant kernels as $0.5897$ and $0.5980$, respectively.

The images that produce the maximum activation of these filters are shown in Figure 22. As expected, the filters are more complex than with constant kernel sizes. Furthermore, note that the fewer filters are “dead“ compared previous sizes. However, layer two seems to have some noisy filters. Noisy patterns can be an indicator of a network that hasn’t been trained for long enough, or a very low regularisation strength was applied to the layer which lead to overfitting.
Figure 20: Accuracy and loss curves of network with only 2 convolution layers with higher regularisation of 0.001.

Figure 21: Accuracy and loss curves of network with increasing kernel size compared against constant kernel size of $3 \times 3$. Note that the learning rate of the constant sized kernel model was reduced on epoch 100 and the same reduction was done epoch 85 for variable kernel sized model.
Figure 22: Filters of the shallow model with increasing kernel size.

(a) Layer 1 Filters (3 × 3)

(b) Layer 2 Filters (5 × 5)

(c) Layer 3 Filters (7 × 7)
**Dense Layers**

Similar to convolution layers, the dense layers were experimented with. First test was to see the effects of removing a dense fully-connected layer. This leaves the neural network with only one dense fully-connected layer with 512-nodes and the output layer with softmax activation function to output class probabilities. Each epoch took 8 seconds to complete and the model was trained for 150 epochs. The accuracy and loss curves are shown in Figure 23 and they're compared with previously trained model with two dense layers and increasing kernel size for three convolution layers. This model is worse at generalising than with two dense layers, although the difference is negligible can be possibly reduced by other methods. This is the same as when a convolution layer was removed from the model but the effects are significantly reduced. The final validation accuracy was of 0.5752 compared to 0.5897 with two dense layers of 512 nodes.

![Accuracy Curves](image1)

![Loss Curves](image2)

(a) Accuracy Curves  
(b) Loss Curves

Another parameter that can be changed in dense layers is the number of nodes in the dense layer. To test how changing this will affect the network, the number of nodes was increased from 512 to 1024 in the single layer of the previous model. The model again trained for 150 epochs with each epoch taking 8 seconds to update the weights. The results of higher number of nodes is shown in Figure 24. The final validation accuracy is of 0.5969 compared to 0.5897 of two dense layered network with 512 nodes each. Although there difference between training and validation accuracy is larger. So it can be assumed that with higher number of nodes in a dense layer

Figure 23: Accuracy and loss curves of network a single fully-connected dense layer compared to a network with two dense layers. The latter model is the same one with increasing kernel sizes and three convolution layers. The same is true for the single layered network.
the network is more likely to overfit but can also learn more complex patterns which lead to higher accuracy.

Based on the experience from previous two tests on the dense layer, the next model had three dense fully-connected layers with 256 nodes each. The idea behind this new architecture is to reduce overfitting with fewer nodes and increase the complexity with more depth to improve generalisation of classes. The newer model took 8 seconds per epoch and was trained for 150 epochs. The accuracy and validation curves are shown in Figure 25. The final validation accuracy of this architecture is 0.5830 compared to 0.5969 and 0.5897 of single dense layers 1024-nodes and double dense layers with 512-nodes. This architecture has generalised better than single layered, while has slightly lower accuracy than double layered architecture.

It can be concluded that the dense layers architecture makes little difference as long as there are enough nodes to generalise the classification function.
Figure 25: Accuracy and loss curves of network with 3 dense layers consisting of 256 nodes each.
Conclusion

The final model attained an accuracy of 0.58 on the stratified validation set which was 25% of the total dataset. For reference, this dataset is from a Kaggle competition where the highest accuracy was of 0.71 and 0.58 would come in at 15th place out of 56 participating teams. This model can certainly be improved further. It would help to have more number of samples for classes that are under-represented in the dataset like “Disgust”. If it is not possible to get more training data then over-sample those classes using an image generator. Image generators are common in machine learning, they take a set of images and apply transformations on them to generate variations of the images. These transformations can include rotation, horizontal and vertical flip, zoom, and translate. This would help the model generalise and will limit overfitting if new images are generated in each epoch.

The model would also benefit from using cross-validation where rather than having separate training and validation sets, the validation set is randomly chosen from the whole set every epoch. This lets the model train on all the available data.

Since the data is limited in this case, it might be better option to use support vector machines (SVM) with CNNs. SVM is a relatively new supervised machine learning algorithm which can be applied for classification. They were created for binary classification but can be used for multi-class classification. The two common approaches are One-against-All where an N-class dataset is split into N two-class dataset and One-against-One where a model is created for each pair of classes resulting in $N(N - 1)/2$ classes. The winning team for the Kaggle competition used a CNN with linear One-against-All SVM at the top i.e. SVM layer instead of the output softmax layer.17 The difference between softmax and multi-class SVMs is in their objectives parametrised by all the weight matrices. Softmax layer tries to minimise the cross-entropy cost, while SVMS try to find the maximum margin between data points of different classes. The paper also mentions applying preprocessing to the training data which could have helped this model as well.

It is not common to train entire convolutional-neural-networks from scratch with randomly initialised filters because of the amount of data required. There is another technique which edits pre-trained models called transfer learning. The per-trained models are usually made from very large datasets for classification problems e.g. ImageNet has 14 million images in 20,000 categories. It takes multiple-weeks to train these across an array of GPUs. This pre-trained model can then be used as the initialisation or a fixed feature extractor for

---

the task. It has the benefit of already knowing the convolution filters that work. However, it does have some limitation, the model’s architecture cannot be changed entirely so the model might be too heavy for some tasks such as live predictions.
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Appendix A: Details of Model

This appendix has in-depth details of the final neural network. The code for this can be found on https://github.com/lordlycastle/B31RA-Facial-Expression-Recognition.

1. Learning Rate: 0.001 and reduce on plateau with minimum of 0.0001

2. Gradient Descent Optimiser: RMSprop

3. Loss Function: Categorical Cross-Entropy

4. Metrics: Categorical Accuracy

5. Batch Size: 2048

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
<th>$\phi(\cdot)$</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2D</td>
<td>32 filters (3x3), $\lambda = 0.001$ ReLU</td>
<td>320</td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>32 filters (3x3), $\lambda = 0.001$ ReLU</td>
<td>9248</td>
<td></td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>1 filter (2x2)</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Dropout</td>
<td>25% of nodes</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3), $\lambda = 0.001$ ReLU</td>
<td>18496</td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3), $\lambda = 0.001$ ReLU</td>
<td>36928</td>
<td></td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>1 filter (2x2)</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Dropout</td>
<td>25% of nodes</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3), $\lambda = 0.001$ ReLU</td>
<td>36928</td>
<td></td>
</tr>
<tr>
<td>Conv2D</td>
<td>64 filters (3x3), $\lambda = 0.001$ ReLU</td>
<td>36928</td>
<td></td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>1 filter (2x2)</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Dropout</td>
<td>25% of nodes</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Dense</td>
<td>512 nodes</td>
<td>ReLU 524800</td>
<td></td>
</tr>
<tr>
<td>Dropout</td>
<td>50% of nodes</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Dense</td>
<td>512 nodes</td>
<td>ReLU 262656</td>
<td></td>
</tr>
<tr>
<td>Dropout</td>
<td>50% of nodes</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>7 nodes</td>
<td>Softmax 3591</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Keras layers of the final convolutional neural network. The dropout layers are only active while training.
Keras Code

```python
from keras.models import Sequential
from keras.layers import Dense, Activation, Flatten, Reshape, Conv2D, Dropout, MaxPooling2D
from keras import metrics
from keras import regularizers

cnn_model = Sequential()
cnn_model.add(Reshape((48, 48, 1), input_shape=(dimData,)))
cnn_model.add(Conv2D(32, (3, 3), padding='same',
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(Conv2D(32, (3, 3),
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(MaxPooling2D(pool_size=(2, 2)))
cnn_model.add(Dropout(0.25))
cnn_model.add(Conv2D(64, (3, 3), padding='same',
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(Conv2D(64, (3, 3),
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(MaxPooling2D(pool_size=(2, 2)))
cnn_model.add(Dropout(0.25))
cnn_model.add(Conv2D(64, (3, 3), padding='same',
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(Conv2D(64, (3, 3),
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(MaxPooling2D(pool_size=(2, 2)))
cnn_model.add(Dropout(0.25))
cnn_model.add(Conv2D(64, (3, 3), padding='same',
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(Conv2D(64, (3, 3),
                      activation='relu',
                      kernel_regularizer=regularizers.l2(0.001)))
cnn_model.add(MaxPooling2D(pool_size=(2, 2)))
```
cnn_model.add(Dropout(0.2))

cnn_model.add(Flatten())
cnn_model.add(Dropout(0.5))
cnn_model.add(Dense(512,
        activation='relu',
    )
)
cnn_model.add(Dropout(0.5))
cnn_model.add(Dense(512,
        activation='relu',
    )
)
cnn_model.add(Dropout(0.5))
cnn_model.add(Dense(nClasses, activation='softmax'))

model.compile(optimizer='rmsprop', loss='categorical_crossentropy',
               metrics=[metrics.categorical_accuracy, 'acc'], )

history = model.fit(train_data, train_label_1hot, batch_size=2048,
                     epochs=100,
                     validation_data=(test_data, test_label_1hot),
                     verbose=True,
                     callbacks=[ReduceLROnPlateau(min_lr=0.001)],
)
Appendix B: Example Predictions

(a) Angry

(b) Disgust

(c) Fear

(d) Happy

On the top of image are the probabilities calculated for the predicted class, and at the bottom is the correct class's probability.
Figure 26: Worst cases for each class. On the top of image are the probabilities calculated for the predicted class, and at the bottom is the correct class’s probability.

Figure 27: Best examples of incorrect prediction. On the top of image are the probabilities calculated for the predicted class, and at the bottom is the correct class’s probability.
Facial expression recognition using deep learning

(b) Disgust

(c) Fear

(d) Happy

(e) Sad

(f) Surprise

Figure 27: Best examples of incorrect prediction. On the top of image are the probabilities calculated for the predicted class, and at the bottom is the correct class’s probability.
Facial expression recognition using deep learning

(a) Neutral

(b) Angry

(c) Disgust

(d) Fear

Figure 28: Best examples of incorrect prediction. On the top of image are the probabilities calculated for the predicted class, and at the bottom is the correct class's probability.

Figure 29: Best cases for each class. On the top of image are the probabilities calculated for the class.
Figure 29: Best cases for each class. On the top of the image are the probabilities calculated for the class.