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Abstract—Cognitive radio (CR) has been considered as a
promising technology to improve the spectrum utilization. In
this paper we analyze the capacity of a CR network with average
received interference power constraints. Under the assumptions
of uniform node placements and a simple power control scheme,
the maximum transmit power of a target CR transmitter is
characterized by its cumulative distribution function (CDF).
We study two CR scenarios for future applications. The first
scenario is called the CR based central access network, which
aims at providing broadband access to CR devices. In the
second scenario, the so-called CR assisted virtual multiple-input
multiple-output (MIMO) network, CR is used to improve the
access capability of a cellular system. The uplink ergodic channel
capacities of both scenarios are derived and analyzed with an
emphasis on understanding the impact of numbers of primary
users and CR users on the capacity. Numerical and simulation
results suggest that the CR based central access network is more
suitable for less-populated rural areas where a relatively low
density of primary receivers is expected; while the CR assisted
virtual MIMO network performs better in urban environments
with a dense population of mobile CR users.

Index Terms—Cognitive radio network, network capacity,
interference power constraint, virtual MIMO.

I. INTRODUCTION

RADIO frequency spectrum is a precious resource which
has become increasingly scarce due to wide deployment

of wireless services. However, current license-based spectrum
management policy has resulted in a low spectrum utiliza-
tion [1]. The imbalance between spectrum scarcity and low
spectrum utilization motivates the development of innovative
spectrum sharing technologies to improve the spectrum uti-
lization. As a promising spectrum sharing technology, cogni-
tive radio (CR) enables a secondary network to dynamically
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“borrow” and reuse the licensed spectrum allocated to pri-
mary/incumbent systems, under the condition that no harmful
interference is caused to the primary services [2]–[5]. The
core of a secondary/CR network is a coexistence mechanism
which controls the spectrum sharing in such a way that the
primary users’ operations are not compromised [6]–[8]. A CR
user may coexist with the incumbent primary users either on a
non-interfering basis [9]–[11] or an interference-tolerant basis
[11]–[14]. The former case guarantees the exclusive frequency
occupancy for primary users and CR users can only operate in
the unused frequency bands, also known as spectrum holes or
white spaces [8]. On the other hand, the interference-tolerant
case works such that the CR users are allowed to operate on
the frequency band assigned to the primary user as long as the
total interference power received at the primary user remains
below a certain threshold [11]–[14].

Both coexistence mechanisms have pros and cons. The non-
interfering based mechanism has so far widely been adopted,
e.g., in [9]–[11], due to its advantage that the associated
incumbent primary network is not necessarily aware of the
existence of the CR network and therefore does not need
to be changed. On the other hand, the interference-tolerant
based coexistence mechanism requires the primary network
to be aware of the CR network and send back the interference
levels of all the primary receivers to the CR transmitters. In
this case, the feedback mechanism is absolutely essential but
sometimes is undesirable for the primary network. Despite
the greater implementation challenge, the interference-tolerant
based mechanism undoubtedly results in more efficient spec-
trum utilization than the non-interfering based mechanism. In
this paper, we will restrict our studies to interference-tolerant
based CR networks.

Capacity analysis is very useful in investigating the ultimate
performance limits and thus potential applications of CR
systems. Some pioneering information theoretic work on the
CR channel capacity were presented in [15], [16]. In par-
ticular, for interference-tolerant CR networks, it is necessary
to analyze the network capacity under received interference
power constraints, which can be specified in terms of either
average power (average over fading states) or peak power
[14]. An average received interference power constraint is
reasonable when the quality of service (QoS) of the primary
network is determined by the average signal-to-interference-
and-noise ratio (SINR), e.g., for a delay-insensitive service.
When the QoS of the primary network depends on the instan-
taneous SINR, a peak received interference power constraint is
more appropriate [14]. Under an average received interference
power constraint at primary receivers, the channel capacities
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Fig. 1. CR based central access network.

in different AWGN channels in the absence of fading were
studied in [12], [13]. In [14], the channel capacities were
derived in different fading environments under both average
and peak interference power constraints. The above capacity
analyses in [12]–[14] are restricted to the link level, where
only one CR transmitter opportunistically communicates with
one CR receiver in the presence of a single or multiple primary
receivers.

In this paper, we focus on the capacity analysis under av-
erage interference power constraints. The contributions made
in this paper are two-fold. First, unlike previous studies that
are restricted to the link level capacity analysis, this paper
investigates the system level capacities of CR networks. We
adopt a system model that consists of multiple CR transmitters
and multiple primary receivers. Also, the underlying channel
models include path loss effects, which preserve location
information of the primary/secondary users and therefore
allow us to study the impact of the network topology, such as
the densities of CR transmitters and primary receivers, on the
system capacity. Second, two different CR networks, namely
a central access CR network (illustrated in Fig. 1) and a CR
assisted virtual multiple-input multiple-output (MIMO) com-
munication network (illustrated in Fig. 2), are analyzed and
compared under a common framework. Such a comparison
suggests that instead of building pure CR networks that are
self-sufficient in delivering competitive wireless services, it is
a promising alternative to use CR to assist existing wireless
networks to enhance their performance.

The remainder of this paper is outlined as follows. In
Section II, the transmit power constraints of CR users are
derived when a simple power control scheme is applied.
Section III presents a central access CR network and analyzes
the uplink channel capacity. In Section IV, a CR assisted
virtual MIMO communication network is discussed and its
uplink channel capacity is investigated. Finally, conclusions
are drawn in Section V.

II. POWER CONTROL AND CR TRANSMIT POWER

CONSTRAINTS

As illustrated in Figs. 1 and 2, for both CR networks,
multiple CR users are assumed to be uniformly distributed
in a circular cell with radius R. Additionally, we assume that
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Fig. 2. CR assisted virtual MIMO communication network.

N primary user receivers, denoted as Xi (i = 1, . . . , N), are
also uniformly distributed in the cell. Within the CR network,
we assume that CR users transmit in orthogonal channels
to avoid mutual interference. In this paper, we use a time
division multiple access (TDMA) scheme, which implies that
only one target CR user is scheduled to transmit in a given
time slot. Although such a TDMA scheme does not necessarily
achieve optimum spectrum efficiency, it leads to a simple and
practical power control scheme which will be explained in
detail subsequently.

Since only the target CR user is allowed to transmit at
any given time, it is the only interference source to the
primary network. We refer the underlying channels from the
CR transmitter to primary receivers as interference channels.
The instantaneous channel power gains from the scheduled
CR transmitter to the ith primary receiver is denoted as hI

i . In
addition, let P be transmit power of the target CR user. Under
the average interference power constraints at all N primary
receivers, we have PE

{
hI

i

}
= P h̄I

i ≤ I0 (i = 1, . . . , N ),
where E{·} is the statistical average operator and I0 is
the maximum average interference power that the primary
receivers can tolerate. For analysis simplicity, we assume that
the averaged interference channel gain h̄I

i within a given time
slot can be described by the path loss expressed by [17]

h̄I
i = E

{
hI

i

}
=

(hchp)2

(di)α
(1)

where di is the distance between the target CR transmitter
and the ith primary receiver, α = 4 is the path loss factor,
hc and hp are the antenna heights of the CR transmitter and
the primary receivers, respectively. In this paper, we assume
hc=hp=1.5 m. We further define

Pmax =
I0(dmin)4

(hchp)2
(2)

as the maximum allowable transmit power, where dmin =
min{di} stands for the distance between the CR transmitter
and the nearest primary receiver. It is noted that dmin ∈
[0, R + r] always holds, where r is the distance between the
target CR transmitter and the cell center. We also assume
that the target CR transmitter can accurately estimate Pmax,
which can be obtained by either listening to a common control
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channel or using certain feedback power control mechanisms
[18]. In what follows, we will first derive the probability
density function (PDF) fPmax(x) of Pmax.

As shown in (2), the random variable (RV) Pmax is
expressed as a function of another RV dmin. To calculate
fPmax(x), we should first get the cumulative density function
(CDF) Fdmin(d) of dmin, which can be derived from the
proposed geometric method detailed in the Appendix. The
resulting CDF Fdmin(d) is given by

Fdmin(d) = 1 −
[
S(d)
πR2

]N

, 0 ≤ d ≤ R + r (3)

where

S(d) =

⎧⎪⎪⎨
⎪⎪⎩

πR2 − πd2, d ∈ [0, R − r]
πR2 − πd2 + S1 − S2, d ∈ (R − r,

√
R2 − r2]

πR2 − S2 − S1, d ∈ (
√

R2 − r2,
√

R2 + r2]
S2 − S1, d ∈ (

√
R2 + r2, R + r].

(4)
In (4), S1 and S2 are given by S1 = d2(θ1 −
sin θ1 cos θ1) and S2 = R2(θ2 − sin θ2 cos θ2), respec-
tively, with θ1 = cos−1

∣∣(d2 + r2 − R2)/(2dr)
∣∣ and θ2 =

cos−1
∣∣(R2 + r2 − d2)/(2Rr)

∣∣. The values of θ1 and θ2 are
assumed to be in the interval [0, π/2]. From (2) and (3), it can
easily be shown that the CDF FPmax(x) of Pmax is given by

FPmax(x) = Fdmin

⎡
⎣(h2

ch
2
px

I0

)1/4
⎤
⎦ , 0 ≤ x ≤ Plim (5)

where Plim = I0(R + r)4/(hchp)2 represents the upper limit
of Pmax when dmin in (2) takes the largest value R+ r. From
(5), the PDF of Pmax is given by fPmax(x) = dFPmax(x)/dx.

In the following two sections, we will analyze and compare
uplink channel capacities of two CR scenarios by assuming
that the target CR terminal is always able to transmit with its
maximum allowable power Pmax determined by the primary
network. It should be noted that in practice, the transmit
powers of CR terminals are also limited by their own device
capabilities. There might be the cases where the primary users
are far away from CR users, such that Pmax is larger than
the realistic transmit power of the CR user constrained by its
own device capability. Therefore, the derived results in the
following two sections should be considered as upper bounds
on the capacity of CR networks without considering practical
device limitations.

III. UPLINK CAPACITY OF A CR BASED CENTRAL

ACCESS NETWORK

In this section, we consider a scenario where CR is used
to establish a central access network with a base station (BS)
and multiple CR users. The scenario is illustrated in Fig. 1.
To communicate with the CR BS, the target CR user transmits
at its maximum allowable power Pmax based on the TDMA
scheme, as described in Section II.

The channel from the CR transmitter to the CR BS is
defined as the CR access channel. The underlying instan-
taneous channel power gain is denoted by hA. It follows
that the instantaneous uplink channel capacity is given by
CCA = W log2

[
1 + (Pmaxh

A)/IN

]
, where W is the signal

bandwidth and IN is noise plus interference power at the CR
BS. The access channel gain hA can be written as the product
of three parts [17]

hA = gA
p gA

s gA
m =

h2
bh

2
c

r4
gA

s gA
m (6)

where gA
p , gA

s , and gA
m represent the power gains of path

loss, shadowing, and multipath fading, respectively. In (6),
r is the distance between the CR BS and target CR trans-
mitter, hb and hc are the antenna heights of the CR BS
and CR transmitter, respectively. In this paper, we assume
hb = 30 m and hc = 1.5 m. The shadowing factor
gA

s is a random variable with a log-normal PDF given by
fgA

s
(x) = {10 exp

[−(10 log10 x)2/(2δ2
s)
]}/(ln 10

√
2πδsx),

where δs is taken to be 8 dB as a typical value in macro-
cell environments [17]. We further assume that multipath
fading follows a Rayleigh distribution. Correspondingly, gA

m

follows an exponential distribution and its PDF is given
by fgA

m
(x) = {exp

[−x/(2δ2
m)
]}/(2δ2

m), where δm is the
standard deviation of the underlying real Gaussian process and
is normalized to

√
2/2 here. It follows that

CCA = W log2

(
1 +

I0

IN

h2
b

h2
pr

4
d4
ming

A
s gA

m

)
(7)

where dmin, gA
s , and gA

m are independent random variables
with PDFs given by fdmin(x) = Fdmin(x)/dx, fgA

s
(x), and

fgA
m

(x), respectively. The ergodic capacity E{CCA} can be
calculated numerically using a three-fold integration taken
over dmin, gA

s , and gA
m.

Fig. 3 shows the normalized ergodic capacity or the spec-
trum efficiency E {CCA} /W as a function of the primary
user number N with I0/IN = 1, R = 1000 m, and
different values of r/R. Corresponding simulation results were
also obtained by averaging over 10,000 realizations of the
instantaneous capacity calculated from (7). The theoretical
results obtained from the numerical integration agree very well
with the simulation results. It is clear that given the number
of primary users N , the ergodic capacity of the uplink CR
channel decreases quickly with increasing r/R. Given r/R,
the capacity decreases dramatically as N increases. Only with
a small number of primary users N , a large capacity can be
achieved. This demonstrates that the capacity provided by a
CR based central access network is significantly restricted by
the number of primary users. As a result, such application is
more suitable for less populated rural areas, where the density
or number of primary receivers is relatively low.

IV. UPLINK CAPACITY OF A CR ASSISTED VIRTUAL

MIMO NETWORK

The second CR scenario we consider in this section is called
CR assisted virtual MIMO communication network, as shown
in Fig. 2. The purpose of utilizing CR here is to improve the
radio access ability of a cellular system. The current and future
cellular networks are challenged by users’ increasing demand
of high quality and high data rate multimedia services. MIMO
is envisioned as a key technology to meet this challenge [19].
By deploying multiple antennas at both transmit and receive
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Fig. 3. The uplink normalized ergodic capacity of the CR based
central access network as a function of N with different values of
r/R (I0/N0=1, R = 1000 m).

ends, an MIMO system promises significant capacity increase.
However, it is still not feasible to implement a large number
of antennas into small-size mobile terminals with sufficient
decorrelation among antenna elements [20]. Virtual MIMO
communication [21] was proposed as an alternative which
emulates an MIMO system by coordinating multiple single-
antenna users to form a virtual antenna array (VAA).

In the second CR scenario shown in Fig. 2, a cellular BS
equipped with an antenna array is located in the center of a
circular cell with radius R. The mobile terminals are dual-
mode devices capable of operating in both cellular bands and
CR bands simultaneously. We assume that there are M mobile
CR users and N primary users, both uniformly distributed in
the cell. The basic idea behind this scenario is to first utilize
an ad hoc CR network for helping a target mobile transmitter
to cooperate with neighboring mobile terminals in CR bands
in order to form a VAA. The VAA will then communicate
with the cellular BS antenna array in cellular bands. The
constructed CR assisted virtual MIMO system is expected to
greatly improve the spectrum utilization efficiency and system
capacity.

A. VAA Establishment and Signaling

The VAA is established in CR bands instead of cellular
bands. This can greatly relieve the congestion problem of
cellular bands. Once the target transmitter is allocated with
the CR bands, it first determines the maximum allowable
transmit power Pmax given by (2). Then, the CR transmitter
broadcasts in the allocated CR band and cooperates with
neighboring users that happen to be inside a circle with radius
R̂ centered on the CR transmitter. Consequently, the number
of cooperating users is a random number, which can be easily
derived using basic combinatorial mathematics as a function
of M (the number of CR users in the cell), R̂, and R. Let
us denote the number of transmit antenna elements in the
VAA as nT . We also assume 1 ≤ nT ≤ 8 as a constraint
imposed by the system design. This means that even there are
more than seven other CR users inside the circle, the target

CR transmitter will only cooperate with seven CR users. We
arrange the antenna array so that the pth (1 ≤ p ≤ nT − 1)
antenna of the VAA is from the pth cooperating user and the
nT th antenna is from the target transmitter.

An uplink transmission is completed in two phases. In the
first phase, the symbols are transmitted from the target CR user
to nT −1 cooperating CR users through the CR channels. The
available CR bandwidth W is divided into nT − 1 channels
based on orthogonal frequency division. Also, the maximum
allowable power Pmax of the target transmitter is allocated
to each channel with equal power of Pmax/(nT − 1). Let
us define the channels from the target user to cooperating
users as cooperation channels. The pth cooperation channel
gain is denoted as hC

p , which is given by an equation similar
to (6). In the second phase, the cooperating users directly
amplify the symbols received in the first phase and retransmit
them on the cellular channel [22]. The cellular virtual MIMO
channel matrix H is modeled as the composite of a log-normal
shadowing process with a standard deviation of 8 dB and an
independent Rayleigh fading process with a standard deviation
of

√
2/2 for the underlying real Gaussian process.

B. Uplink Virtual MIMO Channel Capacity

Following similar steps in [23], we can derive the capacity
of the virtual MIMO link (in the absence of channel knowl-
edge to the transmitter) as

CV M = log2

[
det
(
InR +

Es

Ω0nT
G−1HHH

)]
(8)

where Es/Ω0 is the received SINR at the cellular BS, InR

denotes a nR × nR identity matrix, (·)−1 gives the inverse of
a matrix, (·)H denotes the complex transpose of a matrix, and
matrix G is given by G = InR + [Es/(Ω0nT )]HRn̂n̂HH .
Here, Rn̂n̂ is the covariance matrix of the noise vectors at the
VAA given by

Rn̂n̂ =
IN

Pmax
diag

[
(hC

1 )−1, ...(hC
nT −1)

−1, 0
]

(9)

where IN is the received interference plus noise power at the
cooperating CR users, diag [x] returns a square matrix whose
diagonal entries are taken from the vector x while other entries
are zero. It should be noted that the classical MIMO channel
capacity is given by [19]

CMIMO = log2

[
det
(
InR +

Es

Ω0nT
HHH

)]
. (10)

The comparison of (8) and (10) demonstrates that the virtual
MIMO channel capacity differs from the classical MIMO
channel capacity only by an additional matrix G−1.

The system parameters that affect the instantaneous channel
capacity CV M include the cell radius R, cooperation range
R̂, and value of I0/IN . Here, we assume that R=1000 m,
R̂=20 m, and I0/IN = 1. Other relevant parameters include
the received SNR Es/Ω0 at the cellular BS, the maximum
allowable CR transmit power Pmax, and the VAA antenna
numbers nT . It is important to mention that the random
variables Pmax, nT , and H are independent. Taking the mean
value of CV M and CMIMO over fading channels H results
in the normalized ergodic virtual MIMO channel capacity
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E {CV M} and real MIMO channel capacity E {CMIMO},
respectively.

C. Numerical Results

At the link level where a particular user is concerned, both
the minimum distance dmin and antenna pairs nT can be
treated as fixed parameters. In Fig. 4, we show the numerical
results of E {CV M} as a function of dmin with a fixed SNR
Es/Ω0 = 8 dB. For nT = nR > 1, the virtual MIMO channel
capacity increases very fast with increasing dmin when dmin

is relatively small, e.g., dmin < 150 m. When dmin becomes
relatively large, the virtual MIMO channel capacity increases
slowly with the increase of dmin and gradually approaches
the real MIMO channel capacity. Subsequently, we will fix
Es/Ω0 = 8 dB and further investigate the influence of the
number of primary receivers N and the number of CR users
M on the channel capacity.

At the system level, both the minimum distance dmin and
antenna pairs nT can be treated as random variables whose
PDFs are related to the number of primary users N and the
number of CR users M . The averaged capacities obtained by
taking expectation over dmin and nT can serve as a long-term
performance indicator of the network. These capacities are
shown in Fig. 5, as a function of N with different values of M .
With the increase of M , the virtual MIMO channel capacity
increases and gradually approaches the real MIMO channel
capacity. This is because that when more CR users are located
in the cell, there is a higher probability that more CR users will
be within the cooperation range. Consequently, the number of
antennas for establishing the VAA will be increased, which
will further increase the virtual MIMO channel capacity.

Also, it is noted that the capacity reduction of the CR
assisted virtual MIMO channel is not so sensitive to the
increase of the number of primary users N . This is different
from the CR based central access network, the capacity of
which decreases dramatically with the increase of N , as shown
in Fig. 3. On the other hand, the larger number of CR users
M results in a higher virtual MIMO channel capacity. This
demonstrates that a CR assisted virtual MIMO network is
more suitable for urban areas, where a high density of CR
users exists, despite the fact that the number of primary
receivers N might also be large.

V. CONCLUSIONS

In this paper, we have studied the system level capacity of
interference-tolerant based CR networks under received aver-
age interference power constraints. The proposed CR network
consists of multiple primary users and multiple CR users. A
simple power control scheme is applied to CR transmitters
and a closed-form expression has been derived to specify the
CDF of the maximum allowable CR transmit power.

Two CR scenarios, namely CR based central access network
and CR assisted virtual MIMO network, have been studied for
potential applications. Numerical and simulation results have
shown that the uplink ergodic channel capacity of a CR based
central access network is relatively large when the number of
primary users N is small, but it decreases rapidly with the
increase of N . A new expression has been derived for uplink
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channel capacity of a CR assisted virtual MIMO network.
It has been demonstrated that the normalized ergodic virtual
MIMO channel capacity does not decrease with the increase
of N as dramatically as in the first CR scenario. On the other
hand, the presence of a very large number of CR users M
is crucial to achieve a high channel capacity for the second
CR scenario. Our analysis indicates that the CR based central
access network is more suitable for less-populated rural areas,
while the CR assisted virtual MIMO communication network
performs better in urban environments.

APPENDIX

DERIVATION OF (3)

In this appendix, we propose a new geometric method to
derive the CDF Fdmin(d) of dmin shown in (3). As illustrated
in Fig. 6, we use a circular area C1 with radius R to represent
a cell of the CR network. The center of a cell is denoted as
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Fig. 6. The proposed geometric method to calculate the CDF
Fdmin(d) of dmin.

O1. Multiple CR users and N primary receivers are uniformly
distributed within the cell. The target CR transmitter is located
in O2 with the distance of r from the cell center O1. The CDF
Fdmin(d) of dmin is the probability that dmin ≤ d holds. If we
plot another circle C2 with the radius d centered on the target
CR transmitter O2, the CDF Fdmin(d) can be considered as
the probability that at least one primary receiver is located
within the circle C2 and certainly within C1. Let us use S(d)
to represent the area of the proportion C3 that is within C1

but outside C2. The probability of the random event that all N
primary receivers are located within C3 can be calculated by[
S(d)/(πR2)

]N
. The probability of the complementary event,

i.e., at least one primary receiver is located outside C3 but
within C1, is the CDF Fdmin(d) of dmin. It follows that we
have Fdmin(d) = 1 − [S(d)/(πR2)

]N
, as given by (3). The

remaining task is to calculate the area S(d) of the proportion
C3.

It is noted that the radius d of the circle C2 is a random
variable ranging from 0 to R+ r. When d increases from 0 to
R+r, S(d) will correspondingly decrease from πR2 to 0. Only
when d ∈ [0, R− r], C2 is completely included in C1. If d >
R − r, the two circles C1 and C2 will intersect at two points
P1 and P2. The line P1P2 is perpendicular to the line AB with
the intersection Q. When d ∈ (R−r,

√
R2 − r2], Q is located

between B and O2. When d ∈ (
√

R2 − r2,
√

R2 + r2], Q is
between O2 and O1. When d ∈ (

√
R2 + r2, R + r], Q is

between O1 and A. According to the interval in which d is
located, the corresponding area S(d) can be calculated using
basic geometric methods. The final result is shown in (4). The
derivation of S(d) in (4) for each region of d is quite similar.
In what follows, we will only show how to derive S(d) when
d ∈ (

√
R2 − r2,

√
R2 + r2], i.e., Q is located between O2 and

O1.
As shown in Fig. 6, the triangle O1O2P1 has side lengths

r, d, and R. Based on the law of cosines, the angles θ1 and
θ2 can easily be calculated. The area of the sector O2P1AP2

is given by 2πd2 θ1
2π = d2θ1. The area of the triangle O2P1P2

is given by d sin θ1d cos θ1 = d2 sin θ1 cos θ1. The area S1 of
the segment P1QP2A is obtained by subtracting the area of
the triangle O2P1P2 from the area of the sector O2P1AP2,
i.e., S1 = d2(θ1 − sin θ1 cos θ1). Similarly, S2 is the area of

the segment P1QP2B, which can be obtained by subtracting

the area of the triangle O1P1P2 from the area of the sector
O1P1BP2. This results in S2 = R2(θ2− sin θ2 cos θ2). When
Q is located between O2 and O1, the area S(d) is obtained
by subtracting S1 and S2 from the area of the circle C1, i.e.,
S(d) = πR2 − S1 − S2, as shown in (4). This completes the
derivation.
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