Tutorial on Bayesian Classification

	X
	20
	25
	28
	32
	45
	48
	53
	61

	Y
	10
	12
	15
	18
	23
	28
	25
	32


(a) Assume that we have extra information concerning the data set and that the data points belong to the two following classes as follows:

	X
	Y
	X
	Y

	20
	10
	45
	23

	25
	12
	48
	28

	28
	15
	53
	25

	32
	18
	61
	32

	Class A
	Class B


Calculate the variance of x for class A, the variance of y for class A, the variance of x 

for class B, the variance of y for class B.







(b) Assume that the class distributions are bi-variate Gaussian. The general form of a discriminant function for multi-variate gaussians, show that the discriminant function is of the form:
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where 
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are the mean and covariance matrix of class i and 
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 is the prior probability of class i. 
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c

is a constant.

HINT: State the problem as a hypothesis testing problem where we have two choices:

(i) f is of class 1 meaning p(C1/f)  > P(C2/f)

(ii) f is of class 2 meaning p(C2/f) > P(C1/f).

 
The discriminant function is obtained for P(C1/f)=P(C2/f).


Use Bayes theorem [ P(A,B) = P(A/B)P(B) = P(B/A)P(A) ] to derive the solution

(c)


(i)   
Assuming the cross diagonal terms of the covariance matrix are null, show 

      the iso-probability surfaces on your graph for each class. 



(ii) Sketch the decision line for the linear discriminant function. Explain the    

            influence of the covariance matrix structure in the linear separation of the  

            classes.  







        

(iii) With so few samples, it is not realistic to trust our covariance estimates and 

We decide to use the identity matrix as the covariance matrix for each    

class. Show that we obtain the minimum distance classifier in that case and 

sketch the decision boundary on the graph.



      

Outline Solution
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Class A:




Class B:
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We are looking at the following problem:


Determine the equation P(G1/f)=P(G2/f).
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(c)

(i)

The cross diagonal terms are assumed to be null (see (e)) . The form of the discriminant function is a quadratic form giving quadric curves isoprobability functions. In most cases these are ellipsoids and in our case ellipses. The axes of the ellipses can be found as the eigenvectors of the covariance matrix and centered on the mean. As the matrix is diagonal already, the axes of the ellipses are aligned with our reference frame. This is shown below as a sketch
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(ii)

The decision surface is a line as the two classes have the same covariance matrix. This can be clearly seen from the equation of the discriminant functions. As the covariance matrix is not the identity, the decision line is slightly slanted compared to the nearest mean classifier decision line. It is shown on the diagram below. In this case, using the true covariance would yield a better discriminant function as the covariance matrices show a strong off-diagonal term.
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(iii)

If the covariance matrix is the identity matrix, then the distance is the Euclidean distance (as opposed to mahalanobis in the previous question) and the solution can be seen on the graph above. If the prior probabilities are know and not equal, this line will be translated toward the most probable prior solution.
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Substitute above, and take logs
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This is the “quadratic discriminant”


And we assign the sample to the class with the largest score
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Bayes  Bayes classifier: maths(2) classifier: maths(2)
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