Image Processing Tutorial

Consider the following data set:
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(a) You want to classify this set in an unsupervised manner using a k-means algorithm. 

Explain the principle of the k-means algorithm, its advantadges and drawbacks.      

(b) Draw the samples on an x-y scatter plot.

      Assuming two classes and the following initial centroids:

      

C1 = [30,30]

C2 = [50,50]

Explain the steps of the algorithm and show the final clusters on the graph assuming the euclidian distance is used as the proximity measure



       

(c) What would have happenned if you had chosen 3 classes?


       

(d) What would have happened if you had to change the proximity measure?                

Solution

(a)

The k-means algorithm is an unsupervised clustering algorithm. As most clustering algorithm, it requires the following steps:

· Feature selection. This has already been done for us here. The features are usually selected to maximise the difference between the potential classes to be analysed. For instance the feature hairy animal is appropriate to separate birds and mammals but not cats and dogs. 

· Proximity measure. This measures allow to quantify how similar two feature vectors are. This measure must ensure that all features are taken into account equally and that no feature dominates. Prior information on the pertinence of a feature and its intrinsic variability can be taken into account. The proximity measure directly dictates the shape of the cluster. A classical choice for the k-means algorithm is to use the Euclidean distance, resulting in hyperspherical clusters.

· Clustering algorithm. This is the specific algorithmic scheme used to unravel the clustering structure of the data. The k-means uses a hard-clustering scheme. The number of clusters is required as an input together with an initial position for the centroid (representative) of each class. The iterative process is then as follows:

· Affect each element to a class based on the proximity measure between the element and the representative of the class.

· For each class, recalculate the representative of the class as the centroid of the elements affected to that class.

· Iterate until no more elements are changed or a predefined number of iteration has been reached.

· Validity of the results. Some criteria can be applied to test the cluster validity but it 

is rarely done in practice. 

· Interpretation of the results. This is normally done by an expert and is an ad-hoc 

step as often when subjective decision is involved.

(b)
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C1 = [30 30];

C2 = [50 50];

After iteration 1:

C1 = [32.25 22.25];

C2 = [48.50 39];

And the algorithm has converged as shown below.
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(c)

If we had chosen 3 classes, then one of the natural clusters identified here would have been split into 2 clusters or both clusters would have been affected depending on the initialisation. In some case, the final structure could have been preserved with one empty class (best case). This example highlights one of the limitation of unsupervised techniques when one cannot get an idea on the number of clusters (based on cluster validity measures or Model order selection for instance).

(d)

Changing the proximity measure changes the shape of the clusters. For instance, if we had known that the clusters would be elongated along the x axis, we could have changes the measure. This can for example be done using the covariance matrix of the clusters (starting with the identity matrix) and using the mahalanobis distance.







