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B39SD2 – Matlab tutorial 8
Supervised Classification using Bayes Classifiers
Objectives:

We will demonstrate how Bayesian classification as seen in the lectures can be used in practice.
During this session, you will learn & practice:

1- How to train a classifier and classify data after training
Ressources required:

The session is entirely based on Matlab classify function. The description of this function is described below and can be found in Matlab by typing help classify. The notes in the class should help you to understand what the Matlab function does and set the parameter accoridingly. Ignore the Mahalanobis option. Use the example provided in the help to test the program and write a program which display the output of the classifier. Try then to write your own program to perform linear classification based on the notes and compare this to Matlab results.
Statistics Toolbox   classify Discriminant Analysis 

classify(sample,training,group)

[class,err] = classify(...)

[...] = classify(...,'type')

[...] = classify(...,'type',prior)

Description

class = classify(sample,training,group) classifies each row of the data in sample into one of the groups in training. sample and training must be matrices with the same number of columns. group is a grouping variable for training. Its unique values define groups, and each element defines which group the corresponding row of training belongs to. group can be a numeric vector, a string array, or a cell array of strings. training and group must have the same number of rows. classify treats NaNs or empty strings in group as missing values, and ignores the corresponding rows of training. class indicates which group each row of sample has been assigned to, and is of the same type as group. 
[class,err] = classify(...) also returns an estimate of the misclassification error rate. classify returns the apparent error rate, i.e., the percentage of observations in the training that are misclassified. 
[...] = classify(...,'type') allows you to specify the type of discriminant function, as one of: 
· 'linear'Fits a multivariate normal density to each group, with a pooled estimate of covariance (default).
· 'quadratic'Fits MVN densities with covariance estimates calculated by group.
· 'mahalanobis'Uses Mahalanobis distances with stratified covariance estimates. (This uses only the x’C-1x term of the 
[...] = classify(...,'type',prior) enables you to specify prior probabilities for the groups in one of three ways. prior can be: 
· A numeric vector of the same length as the number of unique values in group. If group is numeric, the order of prior must correspond to the sorted values in group, or, if group contains strings, to the order of first occurrence of the values in group. 
· A 1-by-1 structure with fields:
· prob
A numeric vector
· group
Of the same type as group, and containing unique values indicating which groups the elements of prob correspond to.
· As a structure, prior can contain groups that do not appear in group. This can be useful if training is a subset a larger training set. 
· The string value 'empirical', indicating that classify should estimate the group prior probabilities from the group relative frequencies in training. 
prior defaults to a numeric vector of equal probabilities, i.e., a uniform distribution. prior is not used for discrimination by Mahalanobis distance, except for error rate calculation. 
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