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Optimal Resource Allocation and EE-SE Trade-Off
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Abstract—Recent literature has suggested the benefits of inte-
grating licensed radio and cognitive radio into a hybrid coopera-
tive communication system. The fundamental properties of such
hybrid systems, however, have not been thoroughly investigated.
This paper studies the hybrid cognitive Gaussian relay channel
(HCGRC), which uses licensed radio resource (RR) and cognitive/
unlicensed RR for forward and relay transmissions, respectively.
HCGRC fundamentally differs from conventional relay channels
in that the licensed and cognitive RRs are not subject to a total
resource constraint and that the cognitive RR is opportunistic in
nature. With respect to both the upper and lower bounds, we
derive the optimal power-bandwidth allocation strategies for the
cognitive relay to maximize the capacity, spectrum efficiency (SE),
and energy efficiency (EE). The Pareto-optimal EE-SE tradeoff
curve is also derived analytically. Our study leads to two key
observations. First, the multi-objective power-bandwidth alloca-
tion problem is characterized by five regions, each representing a
unique performance tradeoff. Second, the reliability of cognitive
RR has no impact on the EE-SE tradeoff given unlimited band-
width and power.

Index Terms—Cognitive radio, energy efficiency, spectral effi-
ciency, trade-off.

I. INTRODUCTION

DUE to the proliferation of wireless communication sys-
tems, available wireless spectrum resource is becoming

increasingly scarce. Meanwhile, a large portion of the allocated
spectrum is found to be highly underutilized [1]. The contra-
diction of “spectrum shortage” and “spectrum underutilization”
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motivated the concept of cognitive radio (CR) [2], [3], which
enables opportunistic access of the underutilized spectrum to
improve overall spectrum utilization. Incumbents and CR users
using the same frequency band are differentiated by their prior-
ities to access the spectrum, hence they are also called primary
users (PUs) and secondary users (SUs), respectively.

The radio resource (RR) available to incumbents and CR
systems are called licensed RR and cognitive (or, secondary)
RR, respectively. The licensed RR is typically featured with
a relatively small bandwidth, high transmit power, and high
reliability. On the contrary, the cognitive RR is characterized
by its potentially broad bandwidth, low transmit power, and
low reliability. It is obvious that these two types of RRs are
complementary in nature and demand different approaches for
system design and optimization.

Most literature on CR networks assumed that only the cog-
nitive RR is utilized, resulting in “pure” CR networks [4]–[18].
The performance of a pure CR network, however, is fundamen-
tally unreliable due to the opportunistic nature of cognitive RRs.
To overcome this drawback, a few articles have studied hybrid
CR networks that jointly utilize both the licensed and cognitive
RRs [19]–[25]. For example, a cellular operator can use its
own cellular spectrum and leased CR spectrum from other
bands to form a hybrid network. It was found that hybrid CR
networks have the potential to outperform incumbent networks
and pure CR networks by exploiting the complementary natures
of licensed and cognitive RRs [19], [20].

Two basic architectures can be defined for hybrid CR net-
works: non-cooperative and cooperative [19], [20]. The former
creates two separated radio interfaces operating at the licensed
and cognitive RRs, respectively. In other words, licensed and
cognitive RRs are used to build two networks that overlap in
coverage, separated in physical layers, but integrated in upper
layers to perform joint scheduling. In contrast, the coopera-
tive architecture utilizes both licensed and cognitive RRs to
design a single integrated physical layer using principles of
cooperative communications, resulting in a hybrid cooperative
CR network. It was found that the cooperative architecture
has advantages over the non-cooperative one [19], [20]. The
underlying rationale is that significant performance gains can
be achieved when the heterogeneous RRs are carefully assigned
to match the heterogeneous channels created by cooperative
communication schemes. For example, the licensed RR is better
used for long-range communications, while the cognitive RR is
better used for short-range communications to facilitate local
cooperation.
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TABLE I
SUMMARY OF MAJOR THEORETICAL RESULTS

Our study in this paper focuses on hybrid cooperative CR sys-
tems. Previous works on hybrid cooperative CR networks have
focused on system-level studies [19]–[24]. Such system-level
studies are network-engineering oriented and focus on the per-
formance of large scale networks where multiple users share the
given resources. On the contrary, the link-level study of hybrid
cooperative CR networks has so far received less attention. The
link-level study is typically information-theoretic and concerns
the fundamental performance bounds of a single transmit-
receive pair. For “pure” CR networks, there exists a wealth of
link-level studies. The capacity of Gaussian CR channels were
studied in [26]–[30]. Extensions of the above results to fading
channels and multiple-input multiple-output (MIMO) channels
were presented in [31]–[36], respectively. In contrast, for hybrid
cooperative CR networks, the link-level study is still by large an
open field.

To our best knowledge, our recent conference article [25]
made the first attempt to study the link-level properties of
hybrid cooperative CR networks. As link-level study typically
starts with the Gaussian channel, we formulated a new type of
relay channel called hybrid cognitive Gaussian relay channel
(HCGRC). HCGRC shares similar structures with the conven-
tional Gaussian relay channel [37] and the orthogonal Gaussian
relay channel [38], but also differs from them in two critical
aspects: First, the source and relay are subject to separate
resource constraints rather than a total resource constraint.
Second, the cognitive RR is opportunistic in nature, hence it
should be characterized by not only power and bandwidth, but
also availability/reliability.

In [25], we made the first step to study performance lower
bounds and single-objective resource allocation problems in
HCGRC. This paper makes systematic extensions beyond [25]
in three aspects. First, the performance upper bounds and cor-
responding resource allocation schemes are presented. Second,
the fundamental energy efficiency (EE)-spectral efficiency
(SE) tradeoff and the corresponding multi-objective resource
allocation problem are studied for the first time. Third, some
limiting values regarding performance metrics and resource
allocation are derived for the first time. The main theoretical
results are summarized in Table I to give readers an overview
about the systematic structure of this paper. Such a systematic
extension enables us to make critical comparisons and reveal
much deeper insights into the basic properties of HCGRC.

The remainder of the paper is organized as follows. Section II
motivates our study and describes the system model. Section III
solves the single-objective resource allocation problems with
respect to capacity, SE, and EE. Section IV further considers
multi-objective resource allocation and discusses the EE-SE

Fig. 1. Hybrid cooperative CR network in cellular systems.

tradeoff. Numerical results and discussions are given in
Section V, followed by conclusions in Section VI.

II. MOTIVATION AND SYSTEM MODEL

The motivating application scenario of our study is illustrated
in Fig. 1, where we envision a hybrid cooperative CR network
for cellular communication systems. In Scenario 1, a cognitive
relay is deployed for coverage extension or capacity enhance-
ment. The cognitive relay communicates with the BS using the
licensed RR (e.g., licensed cellular spectrum) and provides a
local coverage using the cognitive RR (e.g., borrowed spectrum
from TV white space). Such a cognitive relay is able to work in a
duplex fashion to outperform conventional relays. In Scenario 2,
a cognitive relay uses the cognitive RR for backhaul and the
licensed RR for local coverage. A unique merit of this configu-
ration is that no modification is needed for user devices, i.e., the
network-side upgrade of deploying CR is transparent to users.

The performance of a wireless communication system can be
evaluated by three metrics: capacity, spectral efficiency (SE),
and energy-efficiency (EE). In recent years, the EE-SE tradeoff
analysis has gained popularity [39]–[43]. The EE measures how
efficiently the energy is consumed, while the SE indicates how
efficiently the bandwidth is utilized. It is well-known that maxi-
mizing EE and SE are conflicting objectives and there exists a
fundamental tradeoff between them [39]–[43]. The EE-SE trade-
off, therefore, reveals the theoretical performance boundary of
a communication system. All these three metrics have unique
practical values for CR-enabled cellular systems. Capacity is
the most important metric because the main purpose of using
CR is for capacity enhancement. On the other hand, the EE-SE
tradeoff study also has a unique practical value. It is envisioned
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Fig. 2. Heterogeneous cognitive Gaussian relay channel (HCGRC) model.

that spectrum leasing bills (related to bandwidth and SE) and
electricity bills (related to EE) will be two significant parts in
the operational expenditure (OPEX) of a real hybrid cooper-
ative CR system. Therefore, understanding the EE-SE tradeoff
can provide direct guidelines to the OPEX management of com-
mercial hybrid CR networks. Our paper will study all these three
metrics and investigate the pair-wise tradeoffs among them.

As a general abstraction of the above scenarios, we consider
a simple three-node HCGRC with a source, a destination, and
a relay. The source broadcasts to the relay and destination
using the licensed RR, while the relay forwards information
to the destination using the cognitive RR. This abstraction
characterizes the downlink of Scenario 1 and the uplink of
Scenario 2 in Fig. 1. Although our paper does not specifically
address the uplink of Scenario 1 and the downlink of Scenario 2,
extensions can be easily made.

Because the licensed and cognitive RRs use different fre-
quency bands, we assume that the relay node can work in a
full-duplex fashion, i.e., receive and transmit at the same time. It
should be noted that the characteristics of cognitive RR depend
on the primary system/incumbent as well as the coexisting
mechanism, which includes transmitter-oriented (sensing and
database) approaches and receiver-oriented (interference tem-
perature) approaches [3]. There exists a wealth of literature
that investigates the available cognitive RR with respect to var-
ious primary systems under different coexisting mechanisms.
Without going into such specifics, we propose a higher level
abstraction of the cognitive RR that characterizes it with power,
bandwidth, and reliability. This abstraction is useful in decou-
pling the resource-acquisition and resource-allocation problems
in CR systems and allows us to focus on the latter problem.

The model of HCGRC is illustrated in Fig. 2. The solid and
dashed lines indicate transmissions in the licensed and cognitive
bands, respectively. We are interested in the capacity, SE, and
EE of the HCGRC. Denote the transmit power in the licensed
and cognitive RRs as P1 and P2, respectively. Similarly, denote
the bandwidth of the licensed and cognitive RRs as W1 and
W2, respectively. To clearly indicate the relationship between
licensed and cognitive RRs, we define bandwidth ratio θ and
power ratio ϕ as

θ = W 2/W1, ϕ = P2/P1 (1)

respectively. The HCGRC signaling is characterized by the
following equations

Y1 =
√

P1hsdX + Z1

Y2 = ε
(√

P2hrdX̃ + Z2

)
Ỹ =

√
P1hsrX + Z̃ (2)

where X and X̃ are inputs of the licensed and cognitive
channels, respectively, hsr, hrd and hsd are channel gains from
source-to-relay, relay-to-destination and source-to-destination,
respectively. Moreover, Z1, Z2, and Z̃ are zero-mean inde-
pendent white Gaussian noises, whose variances are given by
W1N0, W2N0, and W1Ñ0, respectively. Here, N0 and Ñ0 are
the noise power spectrum densities at the destination and relay,
respectively. They are treated as different to reflect the potential
difference in receiver noise figures at the destination and relay.

The transmit signal-to-noise ratios (SNRs) of the source-to-
destination link and source-to-relay link can be written as

ρ1 =
P1

N0W1

ρ3 =
P1

Ñ0W1

(3)

respectively, and the transmit SNR of the relay-to-destination
link can be expressed as ρ2 = ρ1ϕ/θ. In (2), ε is a binary
random variable defined on probability space [0,1] to represent
the opportunistic nature of the cognitive channel. When the cog-
nitive band is unavailable, we have ε = 0. In this case both the
CR transmitter and receiver in the cognitive band stop working
and do not consume any extra power. When the cognitive band
is available, we have ε = 1 to give a conventional Gaussian
channel. The mean of ε is ε̄, which can be interpreted as the
reliability measure of the cognitive channel or the fraction
of time that the cognitive channel is available. It is assumed
that ε varies at a much slower rate than the transmit symbols.
Furthermore, the channel capacity is evaluated over a long time
period so that ε becomes statistically relevant.

The signaling procedure of the HCGRC takes four steps.
1) When the source initiates a connection, bandwidth W1 and
power P1 are allocated to the source from the licensed band.
This allocation is done in the legacy cellular network and inde-
pendent from the CR relay; 2) As the source communicates to
the destination in the licensed band, a CR relay also receives the
user’s transmitted signal and stores the information; 3) Mean-
while, the CR relay senses the cognitive band for secondary
access. When this band is available (i.e., ε = 1), the CR relay
decides a bandwidth W2 and power P2 to relay information
to the destination. Otherwise the CR relay transmits nothing.
4) The destination receives both the continuous signal from
the licensed band and the intermittent signal from the cogni-
tive band to perform joint decoding over a sufficiently long
codebook. The codebook is long-enough to permit a statistical
characterization of ε using its mean value ε̄. Based on the
above procedure, this paper aims to address a unique research
problem: given W1, P1, and ε̄, how should the cognitive relay
adjust W2 and P2 to optimize the overall performance? This
problem differs from the classic problems of CR resource
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allocation because we consider the overall performance over
both licensed and cognitive RRs, resulting in a fundamentally
different objective function for optimization.

III. PERFORMANCE ANALYSIS AND

RESOURCE ALLOCATION

This section focuses on the performance analysis of HCGRC
under three different metrics: capacity, SE, and EE. For each
metric, we will first obtain its theoretical upper and lower
bounds, followed by the derivation of the optimal bandwidth
and power allocation in the cognitive band.

A. Capacity

The HCGRC model is similar to the Gaussian orthogonal
relay model studied in [38]. Both types of channels have the
same capacity bounds given by [38]

Clower = sup
p(x)p(x̃)

min
{
I(X;Y1) + I(X̃;Y2), I(X; Ỹ )

}
(4)

Cupper = sup
p(x)p(x̃)

min
{
I(X;Y1) + I(X̃;Y2), I(X; Ỹ , Y1)

}
(5)

where Clower and Cupper are the lower and upper bounds of the
capacity, respectively, p(·) indicates the probability distribution
function, and I(·) returns the mutual information. However,
unlike [38], the source node and relay node in HCGRC are not
subject to a total bandwidth constraint. This leads to different
capacity formulas as follows (Appendix A).

Proposition 1: The lower and upper capacity bounds of
HCGRC are given by

Clower(θ, ϕ) =min {C1,low(θ, ϕ), C2,low} (6)

Cupper(θ, ϕ) =min {C1,up(θ, ϕ), C2,up} (7)

respectively, where

C1,low =W1 log(1 + ρ1hsd) +W1θε̄ log

(
1 +

ρ1ϕhrd

θ

)
(8)

C2,low =W1 log(1 + ρ3hsr) (9)

C1,up =C1,low (10)

C2,up =W1 log(1 + ρ3hsr + ρ1hsd). (11)

For convenience to our subsequent discussion, the capacity
bounds are expressed as functions of bandwidth ratio θ and
power ratio ϕ in (6) and (7). As shown in (6) and (7), when
θ and ϕ increase, the capacity bounds will eventually saturate
to C2,low and C2,up. Readers can also refer to Fig. 3(a) for
an intuitive understanding. In practice, we are interested in
the optimal allocation of θ and ϕ given other parameters.
Let (θ∗c, ϕ

∗
c) and (θ0c , ϕ

0
c) denote the optimal solutions that

maximize the lower bound and upper bound of the capacity,
respectively. A joint power and bandwidth allocation (θ, ϕ)
is said to be optimal when the capacity bound is maxi-
mized while the least bandwidth (or power) is used given the
power (or bandwidth). Mathematically, the optimal solution

Fig. 3. Capacity, SE and EE lower bound as functions of θ and ϕ (ε̄ = 1,
rsr = 1/2).

with respect to the lower bound is defined as the (θ∗c, ϕ
∗
c)

pair that satisfies θ∗c = min arg sup
θ
(Clower(θ, ϕ

∗
c)) and ϕ∗

c =

min arg supϕ(Clower(θ
∗
c, ϕ)). Similar definition applies to the

upper bound. The following proposition can be obtained.
Proposition 2: The optimal resource allocation solution

(θ∗c, ϕ
∗
c) that achieves the capacity lower bound is

ϕ∗
c = Ψ(θ∗c) =

θ∗c
ρ1hrd

[(
1 + ρ3hsr

1 + ρ1hsd

) 1
θ∗c ε̄

− 1

]
(12)

and the optimal resource allocation solution (θ0c , ϕ
0
c) that

achieves the capacity upper bound is

ϕ0
c = Φ

(
θ0c
)
=

θ0c
ρ1hrd

[(
1 + ρ3hsr + ρ1hsd

1 + ρ1hsd

) 1

θ0c ε̄

− 1

]
.

(13)

A sketch of the proof of Proposition 2 is given in
Appendix B. Proposition 2 shows that to obtain the maximum
capacity, power and bandwidth are exchangeable to certain
extent. When power ratio ϕ tends to infinity, the required
bandwidth ratio θ approaches zero. It should be noted that the
reverse, however, does not hold. It can be easily shown that
when θ tends to infinity, a minimum value of ϕ should be satis-
fied to achieve the maximum capacity. The minimum values are
given by

ϕmin
low =ln

(
1 + ρ3hsr

1 + ρ1hsd

)/
ε̄ρ1hrd (14)

ϕmin
up =ln

(
1 + ρ1hsd + ρ3hsr

1 + ρ1hsd

)/
ε̄ρ1hrd (15)

for the lower and upper bounds, respectively.
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B. Spectral Efficiency

In this subsection, we address another performance metric of
the HCGRC: SE, which measures the average number of bits
per Hertz. The classic definition of SE is the ratio of capacity
and bandwidth. This definition should be modified in the con-
text of HCGRC to accommodate two new features: First, the
exact capacity cannot be obtained. Therefore, capacity will be
evaluated by its upper and lower bounds. Second, the cognitive
bandwidth W2 is only available for a fraction of time ε̄. Intu-
itively, when the cognitive bandwidth is not available, it should
not be taken into account as part of the utilized system re-
sources. To this end, we define the “effective bandwidth” of the
total system as W1 + ε̄W2, which is the average utilized band-
width per unit time over a long period. It follows that we can de-
fine the lower and upper bounds of the SE as Slower = Clower/
(W1 + ε̄W2) and Supper = Cupper/(W1 + ε̄W2), respectively.
Such a modified definition of SE has a straightforward physical
meaning: consider a time interval T , the SE measures the
maximum number of bits transmitted in T against the total
spectral-temporal degrees of freedom, which is the product of
bandwidth and the actual duration of spectrum utilization. From
(6)–(11) we get

Slower(θ, ϕ) =min {S1,low(θ, ϕ), S2,low(θ)} (16)

Supper(θ, ϕ) =min {S1,up(θ, ϕ), S2,up(θ)} (17)

respectively, where

S1,low =
log(1 + ρ1hsd) + θε̄ log(1 + ϕρ1hrd/θ)

(θε̄+ 1)
(18)

S2,low = (log(1 + ρ3hsr))/(θε̄+ 1) (19)

S1,up = S1,low (20)

S2,up = (log(1 + ρ3hsr + ρ1hsd))/(θε̄+ 1). (21)

It is easy to see that given θ, SE is a non-decreasing function
on ϕ. On the other hand, given ϕ, there exists an optimal θ
that maximizes SE. Let (θ∗s, ϕ) and (θ0s , ϕ) denote the optimal
solutions with respect to the lower bound and upper bound of
the SE, respectively. A joint power and bandwidth allocation
(θ, ϕ) is said to be optimal when the maximum SE is achieved
for the given ϕ. Mathematically, the optimal solution satisfies
θ∗s(ϕ) = argmax

θ
(Slower(θ, ϕ)) for the lower bound. Similar

definition applies to the upper bound.
Proposition 3: The SE lower bound is a monotonically

increasing function of ϕ. The optimal resource allocation pair
(θ∗s, ϕ) with respect to the SE lower bound is a piecewise
function given by

θ∗s(ϕ) =

{
θ∗s(1)(ϕ) =

ϕρ1hrdW0(k1)
ϕρ1hrdε̄−1−W0(k1)

ϕ < ϕ∗
th

Ψ−1(ϕ) ϕ > ϕ∗
th

(22)

where

k1 =
(ϕρ1hrdε̄− 1)

e(1 + ρ1hsd)
(23)

and W0(x) is the Lambert W function [46] which satisfies
W (x)eW (x) = x for any complex number x, e is the base of

the natural logarithm, and Ψ−1(·) is the inverse function of
Ψ(·) defined in (12). The threshold ϕ∗

th is the unique solution
for θ∗s(1)(ϕ) = Ψ−1(ϕ). Although ϕ∗

th cannot be solved analyt-
ically, it can be easily calculated via numerical methods.

Similarly, for the SE upper bound, the optimal resource
allocation (θ0s , ϕ) is given by

θ0s(ϕ) =

{
θ∗s(1)(ϕ) ϕ < ϕ0

th

Φ−1(ϕ) ϕ > ϕ0
th

(24)

where θ∗s(1)(ϕ) is defined in (22), Φ(·) is defined in (13),

and Φ−1(·) denotes its inverse function. The threshold ϕ0
th

is the unique solution for θ∗s(1)(ϕ) = Φ−1(ϕ). The proof of
Proposition 3 is given in Appendix C.

C. Energy Efficiency

The EE metric evaluates the average number of bits per Joule
spent. In this paper, we consider the total energy consumption
of the source and relay. When the cognitive spectrum is un-
available (i.e., ε = 0), the relay consumes no power. It follows
that we can define the lower and upper bounds of the EE
as Elower = Clower/(P1 + ε̄P2) and Eupper = Cupper/(P1 +
ε̄P2), respectively. According to (6)–(11), the corresponding
lower and upper bounds of EE are given by

Elower(θ, ϕ) =min {E1,low(θ, ϕ), E2,low(ϕ)} (25)

Eupper(θ, ϕ) =min {E1,up(θ, ϕ), E2,up(ϕ)} (26)

respectively, where

E1,low =
W1 (log(1 + ρ1hsd) + θε̄ log (1 + ϕρ1hrd/θ))

(P1 + P1ϕε̄)
(27)

E2,low = (W1 log(1 + ρ3hsr))/(P1 + P1ϕε̄) (28)

E1,up = E1,low (29)

E2,up = (W1 log(1 + ρ3hsr + ρ1hsd))/(P1 + P1ϕε̄). (30)

It is easy to see that EE is a non-decreasing function on θ.
Therefore, a joint power and bandwidth allocation (θ, ϕ) is said
to be EE-optimal when the maximum EE is achieved for the
given θ. In other words, the optimal solution satisfies ϕ∗

e(θ) =
argmax

ϕ
(Elower(θ, ϕ)) for the lower bound. Similar definition

applies to the upper bound.
Proposition 4: The SE lower bound is a monotonically

increasing function of θ. The optimal power allocation pair
(θ, ϕ∗

e) that achieves the EE lower bound is a piecewise function
given by

ϕ∗
e(θ) =

{
ϕ∗
e(1)(θ) =

ρ1hrd−θε̄−θε̄W0(k2)
ρ1hrdε̄W0(k2)

θ < θ∗th
Ψ(θ) θ > θ∗th

(31)

where

k2 =
(ρ1hrd − θε̄) exp

(
−θε̄+ln(1+ρ1hsd)

θε̄

)
θε̄

(32)
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and Ψ(·) is defined in (12). The threshold θ∗th is the unique
solution for ϕ∗

e(1)(θ) = Ψ(θ). Similarly, with regard to the EE
upper bound, the optimal allocation is given by

ϕ0
e(θ) =

{
ϕ∗
e(1)(θ) θ < θ0th

Φ(θ) θ > θ0th
(33)

where ϕ∗
e(1)(θ) is defined in (31) and Φ(·) is defined in (13).

The threshold θ0th is the unique solution for ϕ∗
e(1)(θ) = Φ(θ).

The proof of Proposition 4 is given in Appendix D.

IV. EE-SE TRADE-OFF AND RESOURCE ALLOCATION

In the previous section, we have focused on bandwidth and
power allocation with respect to a single performance metric
(capacity, SE, and EE). Ideally, it is desirable to maximize all
the three metrics simultaneously. However, optimizing EE and
SE are conflicting objectives in most cases and there is a fun-
damental tradeoff between them [39]–[43]. The EE-SE trade-
off can be studied as a multi-objective optimization problem
max
θ,φ

(SE,EE), which aims to maximize SE and EE across all

possible values of θ and ϕ. We are interested in the Pareto-
optimal solution of this problem. In multi-objective optimiza-
tion, a solution is called Pareto optimal if none of the objective
functions can be improved without degrading other objective
values. In the case of bi-objective problems, the Pareto front
is also called tradeoff curve. The EE-SE tradeoff curve can be
expressed by writing EE as a function of SE. It is important
to find the Pareto optimal EE-SE tradeoff curve because it re-
veals the theoretical performance boundary of the HCGRC and
serves as a benchmark for practical system designs. Without
additional subjective preference for EE or SE, all Pareto optimal
solutions can be considered equally good. In practice, once
certain preference is decided (e.g., in terms of weights), the
optimal EE-SE operating point can be easily obtained from the
tradeoff curve.

Proposition 5: The Pareto-optimal EE-SE tradeoff curves
with respect to capacity lower and upper bounds are given by

Elow(S) =
K1

K2 − K3

S +K3

(
1
S − 1

K5

)
K4

S
K5−S

(34)

Eup(S) =
T1

T2 − T3

S + T3

(
1
S − 1

T5

)
T4

S
T5−S

(35)

respectively, whereK1=W1log(1+ρ3hsr), K2=P1

(
1+ 1

ρ1hrd

)
,

K3 = P1 log(1+ρ3hsr)
ρ1hrd

, K4 = 1+ρ3hsr

1+ρ1hsd
, K5 = log(1 + ρ3hsr),

T1 = W1 log(1 + ρ3hsr + ρ1hsd), T2 = P1

(
1+ 1

ρ1hrd

)
, T3=

P1 log(1+ρ3hsr+ρ1hsd)
ρ1hrd

, T4 = 1+ρ3hsr+ρ1hsd

1+ρ1hsd
, and T5 = log(1 +

ρ3hsr + ρ1hsd). The proof of the above proposition is given in
Appendix E.

The above proposition gives the maximum EE value for any
feasible value of SE. Such a tradeoff is a fundamental one in
the sense that it is fully determined by fixed parameters that
characterize the system scenario (in contrast to θ and ϕ that
can be adjusted dynamically). From a theoretical perspective,

we are also interested in the global maximum values of SE
and EE. Let (Smax

low , Emax
low ) and (Smax

up , Emax
up ) denote the global

maximum values of SE and EE with respect to capacity lower
and upper bounds, respectively. The following corollary can be
obtained.

Corollary 1: The global maximum values of SE and EE with
respect to the capacity lower bound are⎧⎨⎩Smax

low = log(1 + ρ3hsr)

Emax
low = W1 log(1+ρ3hsr)

P1

[
1+ 1

ρ1hrd
ln
(

1+ρ3hsr
1+ρ1hsd

)] (36)

respectively. Similarly, the global maximum values of SE and
EE with respect to the capacity upper bound are⎧⎨⎩Smax

up = log(1 + ρ3hsr + ρ1hsd)

Emax
up = W1 log(1+ρ1hsd+ρ3hsr)

P1

[
1+ 1

ρ1hrd
ln
(

1+ρ1hsd+ρ3hsr
1+ρ1hsd

)] (37)

respectively. The proof of the above corollary is given in
Appendix F.

Finally, we are interested in the bandwidth and power alloca-
tion corresponding to the Pareto front, i.e., the optimal resource
allocation resulting in the Pareto optimal EE-SE tradeoff curve.
This leads to the following corollary.

Corollary 2: The optimal resource allocations leading to the
Pareto-optimal EE-SE solutions are given in (12) and (13) for
upper and lower bounds, respectively.

Proof: As shown in Appendix E, the Pareto optimality is
achieved when S1 = S2 and E1 = E2 are satisfied. This can be
easily shown to be equivalent to C1 = C2. In other words, the
Pareto optimal power-bandwidth allocation is the same as the
allocation in Proposition 2, which maximizes the capacity with
minimum bandwidth and power.

V. NUMERICAL RESULTS AND DISCUSSIONS

This section presents numerical results based on our previous
analysis. For purpose of illustration, we assume that hsr = rαsr,
hsd = rαsd, hrd = rαrd, where α is the path-loss exponent, rsr,
rsd, and rrd are distances between the source-to-relay, source-
to-destination, and relay-to-destination, respectively. Without
loss of generality, we set W1 = 1, P1 = 1, rsd = 1, and α = 4.
We also assume that the relay lies on the line between the source
and destination for simplicity.

First of all, to give readers an intuitive understanding on
the nature of our problem, Fig. 3 shows the capacity, SE,
and EE as functions of bandwidth ratio θ and power ratio ϕ
based on (6), (16), and (25), respectively. The lower bounds
are used and we take ε̄ = 1 for example. Fig. 3(a) shows that
the capacity increases monotonically with θ and ϕ until it
reaches a maximum value. Fig. 3(b) shows that SE increases
monotonically with ϕ, while Fig. 3(c) shows that EE increases
monotonically with θ. The corresponding optimal (θ-ϕ) curves
are obtained by numerical methods and highlighted in Fig. 3.
These curves are what Propositions 2 to 4 aim to derive.

Based on Propositions 2 to 4, Fig. 4 shows the optimal power-
bandwidth allocation curves with respect to the upper and lower
bounds of capacity, SE, and EE, respectively. Based on (14)



4176 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 14, NO. 8, AUGUST 2015

Fig. 4. Upper and lower bounds of optimal bandwidth-power allocation curves
(ε̄ = 1, rsr = 1/2).

and (15), the minimum values of ϕmin
low = 0.1930 and ϕmin

up =
0.1981 required to achieve maximum capacity bounds are also
shown. Two key observations are made. First, the upper and
lower bounds do not lead to significant differences in optimal
resource allocation curves. In fact, a close look reveals that
such differences will remain small as long as the SNR of the
source-to-relay channel dominants the SNR of the source-to-
destination channel. Second, the curves for SE and EE partly
overlap with the curve for capacity. These curves divide the
power-bandwidth plane into five areas (A to E). Each area has
a unique implication as follows:

A) Resource excess area: Power and bandwidth are over-
provisioned and have caused negative impacts on SE and
EE.

B) Power hungry area: increasing power will improve all
three metrics, while increasing bandwidth will improve
capacity and EE but degrade SE.

C) Power and bandwidth hungry area: increasing either
power or bandwidth will improve all three metrics.

D) Bandwidth hungry area: increasing bandwidth will im-
prove all three metrics, while increasing power will im-
prove capacity and SE but degrade EE.

E) Trade-off area: increasing power will improve capacity
and SE but degrade EE, while increasing bandwidth will
improve capacity and EE but degrade SE.

These five regions shown in Fig. 4 can provide useful guidelines
for the cognitive relay to adjust its bandwidth and power
according to performance requirements.

Similar to Fig. 4, Fig. 5 shows the optimal power-bandwidth
allocation curves with varying reliability parameter ε̄. Numeri-
cal results obtained by grid searching methods (see Fig. 3) are
shown to collaborate the theoretical results calculated based
on Propositions 2 to 4. As cognitive RR is featured by its
unreliability, we are particularly interested in the impact of ε̄ on
power-bandwidth allocation. Taking the intersections of curves
as key reference points, we observe that the optimal power-

Fig. 5. Lower bound of optimal bandwidth-power allocation curves with
varying ε̄ (rsr = 1/2).

Fig. 6. Lower bound of optimal bandwidth-power allocation curves with
varying relay location (ε̄ = 1).

bandwidth allocation scales roughly linearly with 1/ε. In other
words, for a k-percent reduction of reliability, both the power
and bandwidth should increase by 1/(1− k) to compensate for
the reliability loss.

Fig. 6 illustrates the impact of relay location on optimal
power-bandwidth allocation. The normalized source-relay dis-
tances are set to vary from 1/3 to 2/3. It is observed that the
required power and bandwidth decrease quickly when relay
moves from source to destination. This is an intuitive result as
the relay transmission not only enjoys a better channel, but also
has less information from the source. It should be noted that
the maximum capacity, SE, and EE change with varying relay
location. When both the licensed and cognitive RRs are fixed,
the optimal relay location can be easily calculated [47].

Fig. 7 illustrates the EE-SE tradeoff curve. The tradeoff lower
bounds are obtained by three different approaches and shown
to be consistent. The first approach, denoted as ‘numerical’,



HONG et al.: OPTIMAL RESOURCE ALLOCATION AND EE-SE TRADE-OFF IN HCGRC 4177

Fig. 7. Upper and lower bounds of the EE- SE trade-off (rsr = 1/2).

is obtained by a brutal force search for the EE-SE boundary
from paired (θ, ϕ) values, each ranging from −15 dB to 15 dB.
In other words, the Pareto front of optimization problem
max
θ,φ

(SE,EE) is approximated by a brutal force sampling of

the (θ, ϕ) space. The second approach, denoted as ‘implicit’,
is obtained from Corollary 2, i.e., the optimal (θ, ϕ) given
by (12) is substituted into (8) and (25) to give SE and EE,
respectively. This approach expresses EE and SE as implicit
functions of the optimal θ and ϕ. The third approach is to
directly calculate EE as a function of SE based on Proposition 5.
The EE-SE tradeoff curves obtained by these three approaches
are shown to be identical, thereby validating Proposition 5 and
Corollary 2. Furthermore, based on Corollary 1, the maximum
values of lower-bound EE and SE are calculated as Emax =
3.605 bits/J and Smax = 4.086 bits/s/Hz, respectively. These
maximum values are shown to agree well with the tradeoff
curves in Fig. 7. Apart from the lower bound, the upper bound
of EE-SE tradeoff is also calculated based on Proposition 5 and
shown to differ from the lower bound only by a small margin.
Finally, the EE and SE without cognitive relay can be easily
calculated as 1 bits/J and 1 bits/s/Hz, respectively. This is shown
as the star sign on Fig. 7 as a reference point to indicate the
benefits of deploying cognitive relay.

Fig. 8 aims to illustrate the impact of system parameters
on the EE-SE tradeoff. The normalized source-relay distances
are set to vary at 1/3, 1/2, and 2/3. It is observed that when
the distance increases from 1/3 to 1/2, the tradeoff improves
for smaller values of SE (SE < 2.7 bits/Hz/s) but degrades for
larger values of SE (SE > 2.7 bits/Hz/s). This is because for
a lower targeted SE, the given licensed RR is abundant and
the required cognitive RR can be reduced by moving the relay
toward the destination. However, for a higher targeted SE, the
licensed RR becomes the limiting factor and moving the relay
toward the destination will reduce the performance limit. When
the distance increases from 1/2 to 2/3, the tradeoff degrades sig-
nificantly. This is because in this distance range the licence RR
is always the limiting factor that caps the overall performance.

Fig. 8. Lower bounds of the EE-SE trade-off with varying relay locations and
unconstrained θ and ϕ.

Fig. 9. Lower bounds of the EE-SE trade-off with varying power constraints
(ε̄ = 1, rsr = 1/2).

These observations imply the following guidelines: In general,
it is better to deploy relays around the middle of source and
destination. However, if the targeted SE is high, it is then better
to deploy relays closer to the source.

In practice, both θ and ϕ should be limited. In the context of
CR, it is likely to have a relatively large θ but small ϕ. Fig. 9 il-
lustrates the impact of constrained ϕ on the EE-SE tradeoff. For
a given range of ϕ, a “boundary curve” can be numerically eval-
uated. The area between a boundary curve and the Y-axis rep-
resents the feasible space of EE-SE pair. We see that when the
maximum ϕ decreases, the EE-SE feasible space gradually re-
duces toward the Y-axis and finally collapses into the single line
of EE = 1, 0 < SE < 1. From Fig. 9, we can easily infer that
when the constraints on θ and ϕ gradually reduce, the EE-SE
feasible space will shrink toward the point (EE = 1, SE = 1)
from both axis.
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Fig. 10. Lower bounds of the EE-SE trade-off with varying reliability con-
straints (ϕ < 0 dB, rsr = 1/2).

Finally, we would like to understand the impact of reliability
parameter ε̄ on the EE-SE tradeoff. When θ and ϕ are uncon-
strained, the EE-SE tradeoff is not affected by ε̄. This may seem
counter-intuitive at the first glance, but is evident from (34) and
(35). This is because any reductions on ε̄ can ultimately be
compensated by increased θ and ϕ. Furthermore, because we
consider the effective bandwidth (ε̄θW1) and effective power
(ε̄ϕP1) in the definitions of SE and EE (see (18) and (27)), the
changes on ε̄, θ, and ϕ tend to balance out. On the other hand,
when θ and ϕ are limited, reliability does have a significant
impact on the EE-SE tradeoff. Such an impact is illustrated in
Fig. 10, which shows that the EE-SE feasible space reduces
with decreasing reliability.

VI. CONCLUSION

This paper studies the multi-objective power-bandwidth al-
location problem in HCGRC. The optimization objectives are
to maximize the capacity, SE, and EE with respect to their
upper or lower bounds. We have first derived the optimal power-
bandwidth allocation strategies with respect to each single
objective. The Pareto-optimal EE-SE tradeoff curve has been
characterized analytically. The impact of relay location on
resource allocation and EE-SE tradeoff has been studied. Our
main observation is that the multi-objective power-bandwidth
allocation problem can be conveniently characterized by five
regions. Each region represents a unique tradeoff relationship
among capacity, SE, and EE. Moreover, given unconstrained
cognitive RR, reliability has no impact on the EE-SE tradeoff.
However, once bandwidth or power is limited, reliability be-
comes an important factor that limits the feasible ranges of EE
and SE. Our results are useful in providing basic guidelines for
the design of hybrid cooperative cognitive radio systems. Future
work can seek to extend the result from this paper to Rayleigh
fading channels [43], multi-antenna scenarios, and multi-user
multi-relay scenarios.

APPENDIX A

This appendix aims to derive the information-theoretic ca-
pacity lower bound of the HCGRC (Proposition 1). For the
three mutual information terms in (4), I(X;Y1) and I(X; Ỹ )
can be easily evaluated. The key is to derive the middle term
I(X̃;Y2) because another source of randomness is introduced
to Y2 by ε. Recall that ε varies at a much slower rate than
the transmit symbols X̃ and the channel capacity is evalu-
ated over a sufficiently long time period. This allows us to
calculate I(X̃;Y2) in two steps: 1) calculate the conditional
instantaneous mutual information given ε, and 2) calculate the
long-term average mutual information by further taking the
expectation over ε. Such a two-step calculation is a standard
procedure in evaluating the ergodic capacity (i.e., long-term
average capacity) of fading channels [44]. It follows that

I(X̃;Y2)

= E
ε

[
I(X̃;Y2|ε)

]
= (1− ε̄)I(X̃;Y2|ε = 0) + ε̄I(X̃;Y2|ε = 1)

= ε̄
[
H(Y2|ε = 1)− H(Y2|X̃, ε = 1)

]
= ε̄

[
H(

√
P2hrdX̃ + Z2)− H(Z2)

]
� W1θε̄ log

(
P1ϕhrd +N0W1θ

N0W1θ

)
= W1θε̄ log

(
1 +

ρ1ϕhrd

θ

)
(38)

where operator E(.) returns expectation and H(.) returns en-
tropy. The preceding inequality follows from the well-known
theorem of band-limited Gaussian channel capacity [45]. The
upper bound can be derived following similar procedures.

APPENDIX B

This appendix aims to derive the optimal power-bandwidth
allocation for capacity maximization (Proposition 2). As shown
in (6) and (7), the difference between the lower and upper
bounds lies on the second item C2,low and C2,up, both of which
have non-zero values and are unrelated to θ and ϕ. On the other
hand, C1,low and C1,up are monotonically increasing functions
of both θ and ϕ. Therefore, (12) and (13) can be derived as the
solutions of C1,low(θ, ϕ) = C2,low and C1,up(θ, ϕ) = C2,up,
respectively.

APPENDIX C

This appendix aims to derive the optimal power-bandwidth
allocation for SE maximization (Proposition 3). First, analyzing
the derivatives of (18) and (19) with respect to θ and ϕ, it
can be easily shown that S1,low is a monotonically increasing
function of ϕ and a convex function of θ. In addition, S2,low

is a monotonically decreasing function of θ but unrelated to
ϕ. Further observing (18) and (19), we can get S1,low(0, ϕ) <
S2,low(0, ϕ). Moreover, both S1,low and S2,low approach zero
as θ goes to infinity. Consequently, for any given ϕ, there exists
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a unique θ∗s(1) that maximizes S1,low and one solution θ∗s(2)
that satisfies S1,low(θ

∗
s(2)) = S2,low(θ

∗
s(2)). The optimal θ∗s that

achieves the highest SE is either θ∗s(1) or θ∗s(2). It can be further
drawn that there is a unique threshold point ϕ∗

th that gives
θ∗s(1) = θ∗s(2).

For a given power ratio ϕ, if ϕ < ϕ∗
th, the optimal resource

allocation is θ∗s = θ∗s(1), and the corresponding spectral effi-

ciency is Slower = S1,low

(
θ∗s(1)

)
; otherwise, the optimal re-

source allocation is θ∗s = θ∗s(2), and the corresponding spectral

efficiency is Slower = S1,low

(
θ∗s(2)

)
= S2,low

(
θ∗s(2)

)
.

Recall that θ∗s(1) is the maximum point of S1,low. Since
S1,low is a continuous and differentiable function, we have
∂S1,low

∂θ

(
θ∗s(1)

)
= 0, i.e.,

log

(
1 +

ϕρ1hrd

θ∗s(1)

)
− log(1 + ρ1hsd)

−
ϕρ1hrd

(
θ∗s(1)ε̄+ 1

)
ln 2

(
θ∗s(1) + ϕρ1hrd

) = 0. (39)

Let a = ϕρ1hrd, b = 1 + ρ1hsd,x = (θ + a)/(θb), (39) can
be rewritten as

ln(x) = 1 +
aε̄− 1

bx
. (40)

Let β=(aε̄− 1)/b, (40) can be rearranged into the common
form of the Lambert W function as β

e = β
xe

β
x . Consequently,

the solution of (40) is x = β/W0(β/e). It follows that θ∗s(1)
can be calculated by (22). Recall that θ∗s(2) is defined as the in-

tersection of two curves, i.e., S1,low

(
θ∗s(2)

)
= S2,low

(
θ∗s(2)

)
.

It follows that θ∗s(2) should lay on the curve of S2,low and it is

easy to show that θ∗s(2) = Ψ−1(ϕ).

APPENDIX D

This appendix aims to derive the optimal power-bandwidth
allocation for SE maximization (Proposition 4). The analysis
of EE is very similar to that of SE and there exists a strong
duality between Propositions 3 and 4. The derivatives of E1,low

and E2,low indicate that E1,low is a monotonically increasing
function of θ and a convex function of ϕ. In addition, E2,low

is a monotonically decreasing function of ϕ but unrelated to θ.
Define ϕ∗

e(1) as the maximum point of E1,low. The calculation
of ϕ∗

e(1) can follow the same procedure as the derivation of θ∗s(1)
in Proposition 3. Define ϕ∗

e(2) as the intersection of E1,low(ϕ)

and E2,low(ϕ), it can be calculated as the inverse function of
(8). Furthermore, the threshold θ∗th is the solution of ϕ∗

e(1)(θ) =

Ψ(θ). It can be shown that the lower bound and upper bound of
EE overlap when θ < θ∗th.

APPENDIX E

This appendix aims to derive the EE-SE trade-off curve by ex-
pressing the maximum EE as a function of SE (Proposition 5).

In other words, given S, we aim to derive max
θ,φ

(E(S)). Our

proof takes three steps. The first step is to express EE as
functions of S and θ. The second step is to prove that EE is
a monotonically increasing function of θ. The final step is to
obtain the maximum θ given S and substitute it into E(θ, S).

Step 1: Recall that EE and SE are both functions of θ and
ϕ, from (18) and (27), we can express the two EE terms as
functions of S and θ

E1,low(θ, S1,low) =
(θε̄+ 1)W1S1,low

P1

{
1 + ε̄θ

ρ1hrd

[(
2(θε̄+1)S1,low

1+ρ1hsd

) 1
θε̄ − 1

]}
(41)

E2,low(θ, S1,low) =
W1 log(1 + ρ3hsr)

P1

{
1 + ε̄θ

ρ1hrd

[(
2(θε̄+1)S1,low

1+ρ1hsd

) 1
θε̄ − 1

]}
(42)

respectively.
Step 2: From (27), the partial derivative of E1,low over θ can

be obtained as

∂E1,low

∂θ
=

W1ε̄

P1(1 + ϕε̄) ln(2)

[
ln

(
1 +

ϕd

θ

)
− ϕd

θ + ϕd

]
.

(43)

We aim to prove that the above partial derivative is always
greater than zero. Let x = ϕd

θ , f(x) = ln(1 + x), g(x) = x
1+x ,

it is easy to see that our proof is consistent with proving f(x) >
g(x). To this end, the derivative of f(x) and g(x) can be
derived as f ′(x) = 1

1+x and g′(x) = 1
(1+x)2

, respectively. Be-

cause f ′(x) > g′(x) and f(0) = g(0), we have f(x) > g(x).

It follows that ln
(
1 + ϕd

θ

)
> ϕd

θ+ϕd and then ∂E1

∂θ > 0. As a

result, E1,low is monotonically increasing with bandwidth ratio
θ. On the other hand, E2,low in (28) does not change with θ.
Therefore, E = min(E1, E2) increases monotonically with θ
before it reaches a maximum value.

Step 3: Given S, there is a maximum value of θ. This value
can be calculated from (19) as

θmax
low =

log(1+ρ3hsr)
Slow

− 1

ε̄
. (44)

With this θmax
low , it is easy to show that (41) and (42) become

identical, it follows that

Elow(θ, Slow) =
(θε̄+ 1)W1Slow

P1

{
1 + ε̄θ

ρ1hrd

[(
2(θε̄+1)Slow

1+ρ1hsd

) 1
θε̄ − 1

]} ,

θ < θmax
low .

(45)

Substituting (44) into (45), we obtain (34).

APPENDIX F

This appendix aims to derive the maximum values of SE and
EE given unlimited power and bandwidth (Proposition 5). Let S
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approach zero in (34) and taking the first order Taylor expansion
we get

K4

S
K5−S = e

S
K5−S ln(K4) ≈ 1 +

S

K5 − S
ln(K4). (46)

It follows that the maximum value of EE in lower bound is
given by

Emax
low = lim

S→0
Elow(S)

=
K1

K2 − K3

S +K3

(
1
S − 1

K5

)
K4

S
K5−S

≈K1S

[
K2S +K3 ·

S

K5 − S
· ln(K4)

−K3 ·
S

K5
·
(
1 +

S

K5 − S
· ln(K4)

)]-1

=
W1 log(1 + ρ3hsr)

P1

[
1 + 1

ρ1hrd
ln
(

1+ρ3hsr

1+ρ1hsd

)] . (47)

Substituting (47) into (28), the minimum power ratio in lower
bound can be obtained as (36).

The maximum value of SE is obtained when the bandwidth
ratio approaches zero in (19). It follows that

Smax
low = lim

θ→0
S2,low = log(1 + ρ3hsr). (48)

Similar proof applies to the upper bound.
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