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Abstract—Existing works have addressed the tradeoffs between
any two of the three performance metrics: throughput, energy
efficiency (EE), and delay. In this paper, we unveil the intertwined
relations among these three metrics under a unifying frame-
work and particularly investigate the problem of EE-guaranteed
throughput–delay tradeoff in interference-free wireless networks.
We first propose two admission control schemes, referred to as the
first-out and first-in schemes. We then formulate it as two stochas-
tic optimization problems, aiming at throughput maximization (in
the first-out scheme) or dropping rate minimization (in the first-in
scheme) subject to requirement of EE (RoE), stability, admission
control, and transmit power. To solve the problems, the EE-
Guaranteed algorithm for throUghput-delAy tRaDeoff (eGuard),
respectively called eGuard-I and eGuard-II in the first-out and
first-in schemes, is devised. Moreover, with guaranteed RoE, we
theoretically show that the eGuard (I and II) can not only push the
throughput arbitrarily close to the optimal with tradeoffs in delay
but also quantitatively control the throughput–delay performance
on demand. Simulation results consolidate the theoretical analysis
and particularly show the pros and cons of the two schemes.

Index Terms—Throughput, energy efficiency, delay, admission
control, power allocation.

I. INTRODUCTION

A. Motivation and Related Works

THE dramatic increase in the number of smart phones
and tablets with ubiquitous broadband connectivity has

triggered an explosive growth in throughput demand to be
served by wireless networks [1], [2], which is also called 1000×
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data challenge [3]. From the forecast by Cisco, global mobile
data traffic will increase 13-fold between 2012 and 2017 at
a compound annual growth rate (CAGR) of 66%, reaching
11.2 exabytes per month by 2017, up from 885 petabytes per
month at the end of 2012 [4]. This growth in turn skyrockets
the energy consumption and greenhouse gas emission [5]. As a
result, it is another thirsty need to improve or guarantee energy
efficiency (EE) of systems [6].

Apart from throughput and EE, delay is also a key metric to
measure the quality of service (QoS). Thus, it is worthwhile
to incorporate throughput, EE, and delay into a theoretical
framework, and effectively balance them from a perspective
of systematic design. To unveil their intertwined relations,
we here provide a skeleton on the relevant researches. Note
that throughput in this paper, as in [7], [8], is defined as the
maximum admissible traffic rate that the system can stably
carry and thus, it to some extent reflects spectral efficiency (SE)
of the system. This is because throughput characterizes the data
admittance capability of the system, it is thereby related to the
transmission ability, i.e., SE. Existing works have extensively
studied the EE-SE tradeoff, the power (or energy)-delay trade-
off, the throughput-delay tradeoff, and the EE-delay tradeoff.

1) EE-SE Tradeoff: This is one of the main research
branches being carried on [9], [10]. Power allocation ap-
proaches were adopted in [11], [12] to address the EE-SE
tradeoff in interference-free and interference-limited wireless
networks, respectively. The authors in [13], [14] jointly con-
sidered multi-dimensional resource allocation, such as power
allocation, sub-carrier assignment, and antenna selection, to
investigate the EE-SE tradeoff in orthogonal frequency division
multiple access (OFDMA) networks. The EE-SE tradeoff was
also in depth explored in relay-aided and virtual MIMO cellular
systems [15]–[17].

As a common feature, [11]–[17] investigated the relevant
problems based on the full buffer assumptions and snapshot-
based models (i.e., only concerned the performance at the
observation time). This indicates that, the stochastic and time-
varying features of traffic arrivals were not incorporated into
the formulations and thus, all of them did not take admission
control into account. In addition, delay was also neglected in
these models.

2) Power (or Energy)-Delay Tradeoff: Contrary to the static
models used in the EE-SE tradeoff, this thread usually goes
from the long-term average perspective. By devising net-
work selection algorithms, [18], [19] studied the energy-delay
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tradeoff in heterogeneous wireless networks. In [20], a theoret-
ical framework was presented to analyze power-delay tradeoff
in systems with adjustable length of transmission and idle time.
Dynamic power allocation was adopted in [21] to compro-
mise power and delay. The authors in [22] aimed to find the
sleeping control and power matching configurations to achieve
the Pareto optimal tradeoff between sum power (or energy)
consumption (PC) and average delay. Adaptive user association
was exploited in [23] to strike a balance between energy and
delay in cellular networks.

However, the results for power (or energy)-delay tradeoff
can hardly give insights into EE problems. This is because
PC is adopted to measure how small the energy is needed
to guarantee users’ QoS, while EE to depict how efficiently
the energy is consumed [12], [17]. Moreover, the optimality
of them cannot be achieved simultaneously [9]. Besides, the
application scenarios adopting PC or EE as performance metric
are different. In general, PC is suitable for traffics with strict
rate requirements such as voice, while EE for delay-tolerant
applications such as file transfers. We focus on the latter in this
paper. Further, in [18]–[23], admission control is unnecessary
and throughput equals to the traffic arrival rate, as they assumed
it is inside the network capacity region. Meanwhile, it is also
well worth studying how to devise admission control strategies
to balance throughput and delay when EE is taken into account
for any traffic arrival rate.

3) Throughput-Delay and EE-Delay Tradeoffs: With admis-
sion control and power allocation taken into account, [7],
[8] explored the throughput maximization problems. However,
neither of them considered the requirement of EE (RoE) and
thus, the RoE of the system or links might not be guaranteed. In
fact, improvements in throughput or delay are achieved at the
cost of EE, which will be further clarified in Section VI.

Studies on the EE-delay tradeoff have so far been scarce. In
[24], the authors showed the loss in EE due to the delay con-
straints at equilibrium by a game-theoretic approach. Neverthe-
less, there is no admission control in [24], as it focused on the
infinite-backlog case as in [11]–[17]. In addition, throughput
was not formulated into the problem as well.

B. Summary of Results

Motivated by [7], [8], [11]–[24], this paper devotes to achiev-
ing flexible tradeoffs among throughput, EE, and delay for
any traffic arrival rate whether inside or outside the network
capacity region. Specifically, we study the problem of EE-
guaranteed throughput-delay tradeoff in interference-free wire-
less networks.1 To this end, we first extend the definition of
EE presented in the existing works [11]–[17] to depict time-
varying and random channel conditions and traffic arrivals. We
then propose two admission control schemes, referred to as the
first-out scheme and first-in scheme. The first-out scheme first
decides whether the newly arrived data is admitted to the system
or not. On the contrary, the first-in scheme directly admits all

1Note that our idea, formulation, and analysis can be readily extended to
interference-limited wireless networks. Specifically, it is only required to re-
place SNRm(P(t),G(t)) in (2) by SNRm(P(t),G(t)), where SNRm(P(t),G(t))
denotes the signal-to-interference-plus-noise-ratio (SINR) at receiver m.

the arrived data to the system and drops the queued data only
when the system cannot bear so much data.

In the following, under the constraints of RoE, stability,
admission control, and power allocation, two stochastic opti-
mization formulations are presented. The formulation for the
first-out scheme maximizes throughput and the one for the
first-in scheme minimizes dropping rate. We then propose
two algorithms, named as the EE-Guaranteed algorithm for
throUghput-delAy tRaDeoff (eGuard-I) for the first-out scheme
and the eGuard-II for the first-in scheme. Each of the pro-
posed algorithms can be further decomposed into two sub-
algorithms, which explicitly consist of admission control and
power allocation. Theoretical analysis shows that the eGuard
(I and II) can achieve the optimal throughput at the cost of delay
performance. Anyhow, the RoE is guaranteed.

The main contributions of this work are twofold.
• We put forward two formulations to quantitatively strike a

balance between throughput and average delay, meanwhile
guarantee the RoE of the system. Only by adjusting a
control parameter, the proposed algorithms provide a sim-
ple method to control the throughput-delay performance
on demand, which in turn adaptively affects admission
control and power allocation.

• We propose two admission control schemes, namely the
first-out and first-in schemes. In comparison, the first-
out scheme has relatively poor performance in throughput
and average delay given the RoE, but it benefits from the
compatibility with transmission control protocol (TCP) for
different intensities of traffic loads. On the contrary, the
first-in scheme is preferred to work in the light or middle
traffic states, as it is incompatible with TCP.

C. Paper Organization

In Section II, we present the concerned scenario, introduce
the proposed admission control schemes, referred to as the first-
out scheme and first-in scheme, and give the formal definitions
of stability and EE. We then formulate the EE-guaranteed
throughput-delay tradeoff problem in the first-out scheme and
devise the eGuard-I to solve it in Section III. Section IV focuses
on the EE-guaranteed throughput-delay tradeoff problem in
the first-in scheme and the eGuard-II is proposed. We analyze
the performance of the proposed algorithms in Section V.
Numerical results and performance discussions are presented
in Section VI. Finally, we conclude our paper in Section VII.

II. ADMISSION CONTROL SCHEMES AND PRELIMINARY

In this section, we begin with describing the concerned
system scenario, followed by introducing the proposed admis-
sion control schemes. We then formally give the definitions of
stability and EE.

A. Description of the Concerned Scenario

We consider one-hop interference-free wireless networks
that operate in discrete time with normalized time slots t ∈
{0,1,2, · · ·}. There are N transmitters and M receivers, both
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of which are equipped with a single antenna. The channels
assigned to receivers are orthogonal and thus, there is no
interference among them. Typical scenarios include single-cell
uplink or downlink cellular communications and distributed
antenna systems (DAS) [2], [11], [25]–[27].

Data arrives randomly every slot and are queued separately
for transmission to each receiver. Let A(t) = (Am(t)) be the
process of random data arrivals, where Am(t) is the amount
of new data that arrives to receiver m on slot t. For simplicity,
we assume that A(t) is independent and identically distributed
(i.i.d.) over slots with arrival rate λ, so that E{A(t)} = λ
for all t. In the paper, we do not specify traffic models and
their variances, as neither of them affects the formulations and
analysis. Besides, Q(t) = (Qm(t)) denotes the number of data
currently stored in each of the M queues.

We denote Link conditions by G(t) = (gn,m(t)), where
gn,m(t) represents the link condition from transmitter n to user
m at slot t, which accounts for path loss, shadowing, and
fading. We assume that G(t) can be accurately known at the
transmitters and is i.i.d. over time slots with probabilities πG

in a finite (but arbitrarily large) state space G. In addition, it
keeps constant for the duration of a time slot, but potentially
changes on slot boundaries. Besides, power matrix is denoted
by P(t) = (Pn,m(t)), with Pn,m(t) being the transmit power from
transmitter n to receiver m.

The transmit rate to receiver m is given by the following
general rate-power function

Rm(t) = Rm (P(t),G(t)) . (1)

A typical example of continuous rate-power functions is the
Shannon formula, i.e.,

Rm (P(t),G(t)) = log2 (1+SNRm (P(t),G(t))) (2)

where SNRm(P(t),G(t)) is the signal-to-noise-ratio (SNR) at
receiver m. Assuming that the maximum ratio combining
(MRC) is adopted at the receiver [11], [28], then the SNR is
expressed as

SNRm (P(t),G(t)) =
∑N

n=1 Pn,m(t)gn,m(t)
σ2 (3)

where σ2 denotes the noise power. It is worthwhile to note that
the rate-power function can also take values in a predefined
discrete modulation and coding set (MCS), which is designed
to achieve a target bit error rate (BER) [28].

As in [11]–[13], [29], [30], we model the PC of transmitter n
as

PCn(t) = ξn

N

∑
n=1

Pn,m(t)+PC
n (4)

where ξn and PC
n are constants accounting for the inefficiency

of the power amplifier and the circuit power of transmitter n,
respectively.

Fig. 1. An intuitional illustration of the first-out scheme.

Fig. 2. An intuitional illustration of the first-in scheme.

Accordingly, the sum transmit rate and the total PC of the
system are respectively given by

Rtot(t) =Rtot (P(t),G(t)) =
M

∑
m=1

Rm(t) (5)

Ptot(t) =Ptot (P(t),G(t)) =
N

∑
n=1

PCn(t) (6)

B. Admission Control

To explore the maximum amount of admissible traffics the
system can stably carry, which is called throughput in this pa-
per, it is required to devise effective admission control schemes
to adjust the traffic rate injected into the system. To this end, we
propose two schemes, referred to as the first-out scheme and
first-in scheme.

1) The First-out Scheme: As illustrated in Fig. 1, the con-
troller in this scheme first makes decisions on whether the
arrived data is admitted to the system or not over slots. If not, it
directly drops the data.

Let Cm(t) and Bm(t) respectively represent the amount of
data admitted to queue m and dropped at queue m at slot t, we
thus have Bm(t) = Am(t)−Cm(t). Then, the actual data queue
Qm(t) is updated as

Qm(t +1) = max [Qm(t)−Rm(t),0]+Cm(t). (7)

2) The First-in Scheme: The controller in this scheme di-
rectly admits all the arrived data to the system. It takes actions
to drop some of the queued data only when the system cannot
bear so much data. Fig. 2 depicts this process.

We denote the amount of dropped data at slot t by Dm(t),
then the actual data queue Qm(t) evolves according to

Qm(t +1) = max [Qm(t)−Rm(t)−Dm(t),0]+Am(t). (8)

C. Definitions of Stability and EE

To maximize throughput, it is necessary to increase Cm(t)
as large as possible in the first-out scheme or decrease Dm(t)
as small as possible in the first-in scheme. However, exces-
sive traffic injection certainly leads to a large queue length
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in the buffer under the constraints of the limited resources
(e.g., limited transmit rate Rm(t)) and thus, resulting in large
unacceptable delay and poor user experiences. This shows that
throughput and delay are two conflict metrics and thus, it is
necessary to effectively balance them. To quantitatively reveal
such a tradeoff, we require the queue to be stable.

Definition 1: A discrete time queue process U(t) is mean
rate stable [31] if

lim
t→∞

E{|U(t)|}
t

= 0. (9)

Definition 2: A network of queues is stable if all individual
queues are stable.

However, a good performance in throughput or delay does
not mean a good EE, as there are tradeoffs between EE and
SE [11]–[17] and between EE and delay [24], [32]. Thus, it is
necessary to guarantee the RoE of the system or links when
dynamically balancing throughput and delay. To this end, we
give the definition of EE.

Definition 3: EE ηEE of networks is defined as the ratio of
the long-term aggregate data delivered to the corresponding
long-term total power consumption in unit of bit/Hz/Joule.
Specifically, ηEE is given by

ηEE = lim
t→∞

t−1
∑

τ=0
E{Rtot (P(τ),G(τ))}

t−1
∑

τ=0
E{Ptot (P(τ),G(τ))}

=

lim
t→∞

1
t

t−1
∑

τ=0
E{Rtot (P(τ),G(τ))}

lim
t→∞

1
t

t−1
∑

τ=0
E{Ptot (P(τ),G(τ))}

=
Rtot

Ptot
. (10)

Here, we assume temporarily that the limits are well defined.
Remark 1: It is quite different between (10) and the classical

EE definitions in [11]–[17], which are defined as ηEE(t) =
Rtot(t)/Ptot(t). As can be seen, they are snapshot-based, i.e.,
only concern EE at the observation time. However, defined from
the long-term perspective, (10) thereby implies the concept
of time diversity (this will be further clear in Section VI-E).
It is thus suitable to explore throughput, as both channel
conditions and traffic arrivals are time-variant. Further, (10)
can be also seen as an extension of those given in [11]–[17],
because it degenerates to them if there are no time averages and
expectations in (10).

Similarly, the time averages of throughput and dropping rate
of receiver m are respectively defined as

Cm= lim
t→∞

1
t

t−1

∑
τ=0

E{Cm(t)} , Dm= lim
t→∞

1
t

t−1

∑
τ=0

E{Dm(t)} . (11)

Therefore, the system throughputs for the first-out and first-in
schemes are individually given by

Throut =
M

∑
m=1

Cm (12)

Thrin =
M

∑
m=1

λm −
M

∑
m=1

Dm. (13)

III. THE FIRST-OUT SCHEME

In this section, we consider the first-out scheme. We first
formulate the problem, and then present the eGuard-I to solve
the proposed formulation.

A. Problem Formulation

In the first-out scheme, we formulate the EE-guaranteed
throughput-delay tradeoff problem as the following stochastic
optimization problem

max Thr =
M

∑
m=1

wmCm

s.t. C1 : ηEE ≥ ηreq
EE

C2 : Queues Qm(t) are mean rate stable,∀m, t

C3 : 0 ≤Cm(t)≤ Am(t),∀m, t

C4 : Rm(t)≤ Qm(t),∀m, t

C5 :
M

∑
m=1

Pn,m(t)≤ Pmax
n ,∀n, t

C6 : Pn,m(t)≥ 0,∀n,m, t. (14)

In (14), wm denotes the weight of each receiver, ηreq
EE is the

RoE of the system, and Pmax
n is the maximum transmit power of

transmitter n. The objective is to maximize the sum weighted
throughput Thr. C1 ensures the RoE. C2 is the network stability
constraint to guarantee a finite queue length for each queue.
C3 is the admission control constraint. C4 is the energy-saving
constraint. C5 and C6 are the peak and nonnegative transmit
power constraints.

Remark 2: 1) The queue stability constraints are used to
depict and control the average delay. Definition 1 shows that
network stability is guaranteed if the average queue length is
finite [31], i.e., U = limt→∞

1
t ∑t−1

τ=0E{U(τ)} < ∞. Further, it is
required to control the size of all queues to stabilize the network
from Definition 2. Note that average delay is proportional to
average queue length for a given traffic arrival rate from Little’s
Theorem [33] (i.e., average delay=average queue length/traffic
arrival rate). As a result, the average queue length bridges
stability and delay. Thus, we can address the average delay by
queue size and further by queue stability. 2) Formulation (4) is
suitable for non-real-time (i.e., delay-tolerant) systems, which
also holds for (21). This is because, instead of guaranteeing de-
terministic delay requirements, both of them can quantitatively
adjust the average delay from the later analysis in Section V.

B. The Virtual EE Queue

To handle the RoE constraint C1 in (14), we introduce the
concept of the virtual EE queue. Specifically, we define it as
Z(t) with Z(0) = 0 and the updated equation as

Z(t +1) = max [Z(t)+ y(t),0] (15)

where y(t) = ηreq
EEPtot(t)−Rtot(t).
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Lemma 1: If an admission control and power allocation
policy stabilizes the virtual EE queue Z(t), then C1 is satisfied.

Proof: See Appendix A. �
Remark 3: Lemma 1 shows that we can transform the origi-

nal problem (14) into a problem of minimizing the time average
objective subject to queue stability (both the actual data queue
Qm(t) and the virtual EE queue Z(t)) and C3–C6.

C. EE-Guaranteed Algorithm for Throughput-Delay Tradeoff
(eGuard-I)

At this point, we can exploit the drift-plus-penalty algorithm
[31], which is developed to solve stochastic optimization mod-
els by Lyapunov optimization technique, to tackle (14). We
refer it to as the eGuard-I in the paper, shown in Algorithm 1.
Note that V used in the eGuard-I represents an arbitrary positive
control parameter, and an explanation for its implication will be
given in Section V.

Algorithm 1 EE-Guaranteed Algorithm for throughput-delay
Tradeoff (eGuard-I).

1: At each slot t, observe the queue states Qm(t), Z(t), and
the channel condition G(t).

2: Make the admission control and power allocation policy
according to

min
M

∑
m=1

[Qm(t)−wmV ]Cm(t)+Z(t)ηreq
EE

N

∑
n=1

PCn(t)

−
M

∑
m=1

[Qm(t)+Z(t)]Rm(t)

s.t. C3 : 0 ≤Cm(t)≤ Am(t),∀m, t

C4 : Rm(t)≤ Qm(t),∀m, t

C5 :
M

∑
m=1

Pn,m(t)≤ Pmax
n ,∀n, t

C6 : Pn,m(t)≥ 0,∀n,m, t. (16)

3: Update Qm(t) and Z(t) respectively according to (7) and
(15) based on the above obtained solutions.

As can be seen from (16), there is no terms coupling Cm(t)
and Pm(t) in the objective and constraints. Thus, we can equiva-
lently decompose (16) into the following two subproblems and
solve them separately.

1) Dynamic admission control:

min
M

∑
m=1

[Qm(t)−wmV ]Cm(t)

s.t. C3 : 0 ≤Cm(t)≤ Am(t),∀m, t. (17)

Further, the solution of (17) has the following simple on-
off structure:

Cm(t) =

{
Am(t), if Qm(t)≤ wmV
0, Otherwise.

(18)

2) Dynamic power allocation:

min Z(t)ηreq
EE

N

∑
n=1

PCn(t)−
M

∑
m=1

[Qm(t)+Z(t)]Rm(t)

s.t C4 : Rm(t)≤ Qm(t),∀m, t

C5 :
M

∑
m=1

Pn,m(t)≤ Pmax
n ,∀n, t

C6 : Pn,m(t)≥ 0,∀n,m, t. (19)

From (2), C4 in (19) can be equivalently transformed to

C4∗ : 1+
∑N

n=1 Pn,m(t)gn,m(t)
σ2 ≤ 2Qm(t) (20)

which is a linear convex constraint.
After replacing C4 by C4∗, (19) becomes a standard convex

optimization problem [34] and thus, it can be effectively and
optimally solved by off-the-shelf solvers, such as CVX [35].
Attributed to the optimality in each slot, the eGuard-I can
achieve an asymptotically optimal throughput. Specifically, the
eGuard-I can attain a throughput that arbitrarily approaches the
theoretical optimum of (14) by choosing a large enough V .
However, throughput improves at the cost of the average delay,
and their tradeoff can further be explicitly adjusted by the
eGuard-I. We will discuss the details on how to compute
the drift-plus-penalty of (14) and how the performance of
the eGuard-I is respectively in Lemma 2 and Theorem 2 in
Section V, and verify the claims by Figs. 4 and 5 in Section VI-B.

Remark 4: 1) The eGuard-I is an online algorithm, as it
requires none of prior-knowledge of traffic arrival rates λ and
channel statistics πG. 2) The eGuard-I can be easily applied to
practical applications. As can be known from (16), it is only
required for the controller to know G(t), Z(t), and Qm(t) to
determine Cm(t) and Pm(t) in each slot. This can be done by
simply updating and saving Z(t) and Qm(t) at the controller.

IV. THE FIRST-IN SCHEME

In this section, we apply the obtained results in the first-out
scheme to address the related problem in the first-in scheme.

A. Problem Formulation

In the first-in scheme, to explore the maximum throughput
of the system, i.e., (13), we need to minimize the amount of
dropped data. To this end, the EE-guaranteed throughput-delay
tradeoff problem is modeled as

min Dro =
M

∑
m=1

wmDm

s.t C1′ : ηEE ≥ ηreq
EE

C2′ : Queues Qm(t) are mean rate stable,∀m, t

C3′ : Dm(t)+Rm(t)≤ Qm(t),∀m, t

C4′ :
M

∑
m=1

Pn,m(t)≤ Pmax
n ,∀n, t

C5′ : Pn,m(t)≥ 0,∀n,m, t

C6′ : Dm(t)≥ 0,∀m, t. (21)
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In (21), Dro is the sum weighted dropping rate and C3′ is used
to confine Dm(t) and Rm(t) (see Fig. 2).

B. Algorithm Design

Similar to the eGuard-I,2 the eGuard-II for (21) is given in
Algorithm 2.

Algorithm 2 EE-Guaranteed Algorithm for Throughput-Delay
tRaDeoff (eGuard-II)

1: At each slot t, observe the queue states Qm(t), Z(t), and
the channel condition G(t).

2: Make the admission control and power allocation policy
according to

min
M

∑
m=1

[wmV −Qm(t)]Dm(t)+Z(t)ηreq
EE

N

∑
n=1

PCn(t)

−
M

∑
m=1

[Qm(t)+Z(t)]Rm(t)

s.t C3′ : Dm(t)+Rm(t)≤ Qm(t),∀m, t

C4′ :
M

∑
m=1

Pn,m(t)≤ Pmax
n ,∀n, t

C5′ : Pn,m(t)≥ 0,∀n,m, t

C6′ : Dm(t)≥ 0,∀m, t. (22)

3: Update Qm(t) and Z(t) respectively according to (8) and
(15) based on the above obtained solutions.

To effectively solve (22), we introduce a new optimization
variable Xm(t) to replace Rm(t) and then recast (22) as

min
M

∑
m=1

[wmV −Qm(t)]Dm(t)+Z(t)ηreq
EE

N

∑
n=1

PCn(t)

−
M

∑
m=1

[Qm(t)+Z(t)]Xm(t)

s.t C3′ : Dm(t)+Xm(t)≤ Qm(t),∀m, t

C4′ :
M

∑
m=1

Pn,m(t)≤ Pmax
n ,∀n, t

C5′ : Pn,m(t)≥ 0,∀n,m, t

C6′ : Dm(t)≥ 0,∀m, t

C7′ : Rm(t)≥ Xm(t),∀m, t

C8′ : Xm(t)≥ 0,∀m, t. (23)

Note that the inequality constraint C7′ will be satisfied with
equality at optimality. At this point, (23) is a standard convex

2If we transform the objective function of (21) to max−∑M
m=1 wmDm, then

(21) takes the similar form to (14)

optimization problem [34] and thus, it can be optimally solved
as (19).

Furthermore, by comparing (22) with (16), we can find that
C3′ in (22) couples Dm(t) and Rm(t) and thus, it is difficult to
devise explicitly independent (or separate) admission control
and power allocation algorithms as in the eGuard-I. However,
(maybe) sub-optimal decomposition algorithms can be con-
structed as follows.

1) Dynamic power allocation: Power allocation for the
eGuard-II takes the same form as (19).

2) Dynamic admission control At any slot t, transmit-
ters first deliver data to users, say m, at the speed of
Rm(t) determined by the transmit power P(t) obtained
from (19), and then the controller executes admission
control as

Dm(t) =

{
Qm(t)−Rm(t), if wmV ≤ Qm(t)
0, Otherwise.

(24)

V. PERFORMANCE ANALYSIS

To obtain the performance of the eGuard,3 we first provide
some necessary but practical boundedness assumptions in this
section. We then formally derive the performance of the eGuard
leveraging on the Lyapunov optimization technique.

A. Boundedness Assumptions

Let AG(t) represent the set of all admission control and power
allocation options available under a given G(t). For any given
channel condition G(t), any actual queue Qm(t), any virtual
queue Z(t), and R (t) ∈ AG(t), we assume that

E
{

y(t)2}≤ θ (25)

E
{

Rm(t)
2}≤ θ,∀m (26)

E
{

Cm(t)
2}≤ θ,∀m (27)

Thrmin ≤ E{Thr(t)} ≤ Thrmax (28)

where θ, Thrmin, and Thrmax are some finite constants.
Note 1: The assumptions (25)–(28) are very reasonable since

admissible rates, departure rates, and values of power allocation
are bounded in realistic systems. Moreover, we do not use
the specific values of θ, T hrmin, and T hrmax in the following
analysis.

3In this paper, we take the eGuard-I as an example to analyze the per-
formance for brevity. However, the method for performance analysis can be
easily applied to the case of the eGuard-II. More specifically, only two changes
need to be modified. First, change (27) and (28) to E{Dm(t)2} ≤ θ and
Dromin ≤ E{Dro(t)} ≤ Dromax (Dromin and Dromax are some finite constants.),
respectively. Second, change minDro = ∑M

m=1 wmDm in (21) to max−Dro =

−∑M
m=1 wmDm. We then can totally follow the method in the eGuard-I to

analyze the performance of the eGuard-II by setting Dro′(t) = −Dro(t), as
Dro′(t) plays the same role as Thr(t).
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B. Lyapunov Drift and Optimization

Let Θ(t) = [Q(t),Z(t)]. The Lyapunov function is con-
structed as

L(Θ(t)) =
1
2

M

∑
m=1

Qm(t)
2 +

1
2

Z(t)2. (29)

Then the one-slot conditional Lyapunov drift Δ(Θ(t)) is given
by [31]

Δ(Θ(t)) = E{L(Θ(t +1))−L(Θ(t)) |Θ(t)} . (30)

Lemma 2: Suppose G(t) is i.i.d. over slots. Under any admis-
sion control and power allocation algorithm, all parameters V ≥
0, and all possible values of Θ(t), the upper bound of the drift-
plus-penalty of (14), denoted by Δ(Θ(t))−VE{T hr(t)|Θ(t)},
is given by

Δ(Θ(t))−VE{T hr(t)|Θ(t)}
≤ B−VE{T hr(t)|Θ(t)}
+Z(t)E

{
ηreq

EE Ptot(t)−Rtot(t)|Θ(t)
}

+
M

∑
m=1

Qm(t)E{Cm(t)−Rm(t)|Θ(t)} (31)

where T hr(t) = ∑M
m=1 wmCm(t), and B is a positive constant

(according to (25)–(28)) and for all t satisfies

B≥ 1
2

M

∑
m=1

E
{

Cm(t)
2 +Rm(t)

2|Θ(t)
}
+

1
2
E
{

y(t)2|Θ(t)
}
.

(32)
Proof: See Appendix B. �

As questions left in Section III-C, the design principle behind
the eGuard-I and the implication of the control parameter V
become clear hereto.

• By plugging (5) and (6) into (31), we can obtain that the
eGuard-I (16) is devised to minimize the right-hand-side
(RHS) of (31) subject to C3–C6,4 i.e., minimize the upper
bound of the drift-plus-penalty of (14).

• We can obtain from (31) that V plays the role to balance
throughput and queue length (i.e., delay), i.e., V represents
a design knob of throughput and delay tradeoff. More
specifically, to minimize the RHS, the controller tries to
increase throughput Thr(t) as large as possible when a
large V is adopted by the system. That is to say, a large
V implies a preference on throughput. On the contrary, it
is desired for the controller to decrease queue size Qm(t)
as small as possible to minimize the RHS for a small V .
Thus, a small V reflects the priority on queue size (i.e.,
delay).

So far, we have shown why the eGuard-I runs as (16). To
evaluate its performance, we need the following lemma, which
will be used in Theorem 1.

4By the principle of opportunistically minimizing an expectation [31], mini-
mizing f (t) ensures that E{ f (t)|Θ(t)} is minimized.

Lemma 3: Suppose (14) is feasible, i.e, there exists at least
an admission control and power allocation solution to sat-
isfy C1–C6, and the boundedness assumptions (25)–(28) hold.
Then, there exists a stationary randomized algorithm R ∗(t) for
any ϕ > 0 that satisfies

E{C∗
m(t)−R∗

m(t)|Θ(t)}=E{C∗
m(t)−R∗

m(t)}≤−ε,∀m

(33)

E{y∗(t)|Θ(t)}= E{y∗(t)} ≤ ϕ,∀n (34)

E{Thr∗(t)|Θ(t)}= E{Thr∗(t)} ≥ Thropt −ϕ (35)

where ε is an arbitrarily small positive number, T hr∗(t), y∗(t),
C∗

m(t), and R∗
m(t) are the resulting values under R ∗(t), and

T hropt is the theoretical optimum of (14).
Proof: Similar proof can be found in [31]. �

By exploiting Lemmas 1, 2, and 3, we are now ready to
address the only remaining question left in Section III-C, that
is, how the performance of the eGuard-I is.

Theorem 1: Suppose that G(t) is i.i.d. over slots with proba-
bilities πG, the problem (14) is feasible, and E{L(Θ(0))} < ∞.
Then, the following properties hold for the eGuard-I with any
V > 0.

a) All queues Qm(t) and Z(t) are mean rate stable. Hence,
the RoE constraint C1 is guaranteed from Lemma 1.

b) The performance bound of the weighted throughput
satisfies

T hr ≥ T hropt − B
V
. (36)

c) The average queue length Q has the following perfor-
mance bound

Q = lim
K→∞

1
K

K−1

∑
t=0

[
M

∑
m=1

E{Qm(t)}
]

≤ B+V (T hrmax −T hropt)

ε
. (37)

Proof: Because the eGuard-I minimizes the RHS of (31)
over C3–C6, we have

Δ(Θ(t))−VE{Thr(t)|Θ(t)} ≤ B

+
M

∑
m=1

Qm(t)E{C∗
m(t)−R∗

m(t)|Θ(t)}

+Z(t)E{y∗(t)|Θ(t)}−VE{Thr∗(t)|Θ(t)} (38)

where C∗
m(t), R∗

m(t), y∗(t), and Thr∗(t) are the resulting values
under any alternative (possibly stationary randomized) strategy
R ∗(t).

Plugging (33), (34), and (35) into (38) and taking a limit as
ϕ → 0 yield

Δ(Θ(t))−VE{Thr(t)|Θ(t)}≤B−VThropt− ε
M

∑
m=1

Qm(t). (39)
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By taking iterated expectation and using telescoping sums [31]
over t ∈ {0,1, . . . ,K −1} in the above inequality, we get

E{L(Θ(K))}−E{L(Θ(0))}−V
K−1

∑
t=0

E{Thr(t)}

≤ K
(
B−V Thropt)− ε

K−1

∑
t=0

[
M

∑
m=1

E{Qm(t)}
]
. (40)

a) Rearranging (40) and using the condition (28) and the fact
that Qm(t)≥ 0, we obtain

E
{

Z(K)2}≤ 2K
(
B−V Thropt)

− 2V KThrmin +2E{L(Θ(0))} . (41)

Due to the fact that the variance of |Z(K)| can not be
negative, we have E{|Z(K)|}2 ≤ E{Z(K)2}. Thus, we
have

E{|Z(K)|}

≤
√

2K
(
B−V Thropt

)
−2V KThrmin +2E{L(Θ(0))}.

(42)

Dividing (42) by K and taking a limit as K → ∞ results in

lim
K→∞

E{|Z(K)|}
K

= 0. (43)

Hence, Z(t) is mean rate stable from Definition 1 and
thus, C1 is satisfied based on Lemma 1. Similar proof can
be applied to Qm(t).

b) Dividing (40) by V K, rearranging terms, and using the
fact that E{L(Θ(K))} ≥ 0 and Qm(t)≥ 0 yields

1
K

K−1

∑
t=0

E{Thr(t)} ≥ Thropt − B
V
− E{L(Θ(0))}

V K
. (44)

Taking a limit as K → ∞ proves part (b).
c) Similarly, we can rewrite (40) as

ε
K−1

∑
t=0

[
M

∑
m=1

E{Qm(t)}
]
≤ K

(
B−V Thropt)

+V
K−1

∑
t=0

E{Thr(t)}+E{L(Θ(0))} . (45)

Dividing (45) by εK and taking a limit as K →∞, we have

lim
K→∞

1
K

K−1

∑
t=0

[
M

∑
m=1

E{Qm(t)}
]
≤

B+V
(
Thrmax −Thropt

)
ε

(46)

where condition (28) is exploited. �
To readily understand the obtained results presented in

Theorem 1, we further provide some intuitional observations.
• Eq. (36) shows Thr ≥ Thropt − B

V . Besides, Thr ≤ Thropt.
Hence, Thropt − B

V ≤ Thr ≤ Thropt. This indicates that Thr
can be arbitrarily close to Thropt by setting large enough
V s to make B

V arbitrarily small.

• An increase in throughput is accompanied by a growth in
queue length (i.e., delay). This is because the variation in V
gives rise to opposite performance changes in throughput
and delay. For example, a large V leads to a good through-
put (see (36)) but a bad delay (see (37)).

• Eqs. (36) and (37) together show the throughput-delay
tradeoff of [O(1/V ),O(V )], which consolidates and quan-
tifies the analysis made in Section II-C. Moreover, it
provides an important and simple guideline on how to
explicitly balance the throughput-delay performance. That
is, it is only required to select appropriate V s. This will be
further clarified in Section VI.

Remark 5: Although we consider i.i.d. traffic arrivals with
constant arrival rate λ in the paper, it is worthwhile to demon-
strate that our proposed algorithms and the obtained theoretical
results hold for other arrivals that are independent from slot
to slot, but the arrival rates λ are time-varying and ergodic
(possibly non-i.i.d.). That is, the dynamic admission control and
power allocation policies, (16) in the first-out scheme and (22)
in the first-in scheme, are robust to the changes in the arrival
rates. An intuitional explanations are as follows. Suppose that
the arrival rate is λ(1) for a certain duration of time, then
changes to λ(2) (perhaps due to changes in users’ demands).
This change will be reflected in the queue size Q(t) that builds
up in the queues of the system. Further, as can be seen from (16)
and (22), the controller makes the admission control and power
allocation policies only based on the size of the queues without
requiring the knowledge of traffic arrival rates λ (see Remark 4,
Section III-C). Thus, the proposed algorithms (the eGuard-I and
II) react smoothly to such changes in the statistics of traffic
arrivals.

VI. SIMULATION RESULTS AND ANALYSIS

In this section, we take distributed antenna systems (DAS),
which have emerged as a promising cellular communication
architecture for 5G networks [2], as an example to evaluate the
performance of our proposed algorithms.

A. Parameters Setting

As shown in Fig. 3, we consider single-cell downlink DAS
(as in [11], [26], [27], [36]) with 8 distributed antenna units
(DAUs) and 10 users (i.e., N = 8 and M = 10), both of which
are equipped with a single antenna. All DAUs are randomly
deployed throughout the cell area and connected to the base
station (BS) central processing unit (CPU) via optical fiber or
other high-bandwidth wired connections that can be assumed to
be an ideal back-haul. In the CPU, all the signal processing and
resource allocation are done. The channels assigned to different
users are orthogonal and thus, it is interference-free among
users [11], [26], [27], [36].

We assume the system adopts continuous rate scheme,5

i.e., rate-power function is given by (2). For simplicity of

5Note that we here exploit the continuous rate scheme only for the simula-
tions, and as stated in Section I, the proposed formulations and algorithms also
hold for discrete cases.
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Fig. 3. Simulation scenario.

Fig. 4. Throughput against V under different ηreq
EE in the first-out and first-in

schemes.

simulations, we suppose that the wireless channel condition
Hn,m(t) = gn,m(t)/σ2 at any slot t takes values in the integer
interval [3], [17], each of which having a probability of 1/15
[8], [26]. We set ξn = 1 and wm = 1 for all n and m6, Pmax

n =
2 W, and PC

n = 0.2 W [11], [36], and assume that the traffic
arrival is a Poisson distribution with λm = 10 bits/slot/Hz for
all receivers over slots in the simulations. Note that each point
of the following curves is plotted based on a 6000-run and
averaged over these values.

B. Impacts of the Control Parameter on System Performance

1) The First-Out Scheme: Figs. 4–6 quantitatively reveal
how the control parameter V affects the performances of
throughput, EE, and delay. Fig. 4 displays the evolution of
throughput against V . It shows the convergence of Thr and thus,
we can be sure that it inevitably converges to Thropt and can
arbitrarily approach Thropt by setting V large enough from the
analysis made in the last section. Further, it is clear that Thr
increases to the optimal at the speed of O(1/V ), while average
delay (i.e., queue length) grows linearly in O(V ), as shown in

6We set ξn = 1 to denote ideal power amplifier (otherwise, ξn > 1) [13] and
wm = 1 to reflect the same priority on all links.

Fig. 5. Average delay against V under different ηreq
EE in the first-out and first-in

schemes.

Fig. 6. Actually obtained EE against V under different ηreq
EE in the first-out and

first-in schemes.

Fig. 5, which consolidate (b) and (c) of the theoretical analysis
in Theorem 1. Besides, Fig. 6 plots the actual obtained EE
against V . It is observed that the actual obtained EE is always
larger than or equal to ηreq

EE. That is to say, constraint C1 in (14)
is always satisfied. Thus, (a) of Theorem 1 is verified.

Under the constraint of the RoE, Figs. 4 and 5 together show
the [O(1/V ),O(V )] tradeoff of throughput-delay. This provides
a significant guideline to dynamically balance throughput and
delay by only setting an appropriate control parameter V .
Specifically, if the system pursues a larger throughput, then a
larger V is required (see Fig. 4). Otherwise, a smaller V is
desired to ensure a smaller delay (see Fig. 5). This verifies
the analysis presented in Section V-B. Moreover, the RoE is
guaranteed (see Fig. 6) in any case.

From Figs. 4–6, we further find that there is a threshold ηth
EE

for EE in the system when balancing throughput and delay,
say ηth

EE = 2.63 bits/Joule/Hz in our simulations (see Fig. 6).
The value of ηth

EE is given by the actually obtained EE in the
case without RoE. This indicates that the system is able to
guarantee some degree of EE when maximizing throughput (see
(10) and (14)). Naturally, for the cases with RoE below ηth

EE, the
curves for the actually obtained EE and the tradeoff between
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Fig. 7. Throughput against traffic arrival rate λ under different ηrmreq
EE with

V = 10 in the first-out and first-in schemes.

throughput and delay almost overlap with the case without
RoE (e.g., for the case of ηreq

EE = 2 bits/Joule/Hz). Once ηrmreq
EE

excesses ηth
EE, say ηrmreq

EE = 4, the system throughput sharply
decreases (see Fig. 4), and delay also has an increase (see
Fig. 5). This is because, to satisfy the RoE, the system decreases
transmit power (moreover, the obtained EE in this case is equal
to RoE due to the fact that larger obtained EE results in a lower
throughput) and thus, throughput decreases and delay increases
(this follows from the decrease in the transmit rate resulting
from the power reduction).

Furthermore, it is necessary to give deep insights into the
obtained results. These indeed provide us with a big picture
(from a perspective of systematic design) on how to achieve
flexible control or coordination among throughput, EE, and
delay. Specifically speaking, Figs. 4–6 show the intertwined
but controllable (by V ) relations among throughput, delay, and
EE. To guarantee a required RoE, there is an optimal traffic
arrival rate to match it, i.e., there is a best flow control for TCP.
For example, when V = 14 and ηrmreq

EE = 4 bits/Joule/Hz, the
optimal throughput is about 36 bits/slot/Hz (see Fig. 4). Hence,
it is not necessary for the window control of TCP to admit traffic
rate larger or less than 36 bits/slot/Hz. Conversely, the traffic
arrival rate affects EE and delay as well. Such as, to pursue a
high EE and a low delay, a small traffic rate is required (This
will be further clear in Figs. 7–9).

2) The First-in Scheme: The explanations to the first-in
scheme in Figs. 4–6 are similar to those for the first-out scheme.

C. Impacts of the Traffic Arrival Rate on System Performance

Figs. 7–9 show the variation tendencies of throughput, EE,
and delay with the changes in the traffic arrival rate λ for a
give V . From Fig. 7, we see that throughputs for both schemes
are equal to the traffic arrival rates at the first, then grow to
the maximums and keep unchanged as λ increases. This is
because the system can stably work for small λ, but has to
start admission control for large λ. Fig. 8 shows that the queue
length always increases with λ, especially for large λ. This
follows from the facts that more arrived data means longer
queue length, and the transmit rate cannot increase to be large

Fig. 8. Average delay against traffic arrival rate λ under different ηrmreq
EE with

V = 10 in the first-out and first-in schemes.

Fig. 9. The actually obtained EE against traffic arrival rate λ under different
ηrmreq

EE with V = 10 in the first-out and first-in schemes.

enough due to the RoE constraint. Besides, the RoE is always
guaranteed from Fig. 9. Furthermore, it is observed that the
variation in the actually obtained EE is almost contrary to that
of the throughput when RoE < ηth

EE, while the EE is equal to the
RoE for the case of RoE≥ ηth

EE, say ηth
EE = 4 bits/Joule/Hz. This

is because the biggest burden for the latter is to guarantee the
RoE. Furthermore, Figs. 7–9 again consolidate that setting the
RoE below or above the ηth

EE affects the system performance
dramatically, as well as show that it is necessary to strike a
balance among throughput, EE, and delay from a systematic
perspective.

D. Eguard Versus the Rate Adaptive Scheme

Further, we take the first-out scheme (i.e., the eGuard-I) as
an example to compare its performance with the classical rate
adaptive scheme (RAS) [37], which is specified as

max
M

∑
m=1

Rm(t)

s.t C1 : ηRAS
EE (t)≥ ηreq

EE
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Fig. 10. Average sum transmit rate against traffic arrival rate λ under different
ηrmreq

EE in the RAS and first-out scheme with V = 10.

Fig. 11. Average power consumption against traffic arrival rate λ under
different ηrmreq

EE in the RAS and first-out scheme with V = 10.

C2 :
M

∑
m=1

Pn,m(t)≤ Pmax
n ,∀n, t

C3 : Pn,m(t)≥ 0,∀n,m, t (47)

where ηRAS
EE (t) = Rtot (t)

Ptot (t)
.

As can be seen from Fig. 10, the variation tendencies of the
sum transmit rates (i.e., SE) against λm in the first-out scheme
are similar to those of throughput in Fig. 7. This verifies the
claim presented in Section I-A that SE can be used to charac-
terize throughput. On the contrary, the sum transmit rates in the
RAS keep unchanged as λm varies. This is because the RAS
does not consider stochastic traffic arrivals and delivers data
under the full buffer assumption (i.e., there are always data bits
for transmission). As a result, the RAS fails to adapt to traffic
arrivals and thus, leading to the RAS consuming much more
power than that in the first-out scheme when the network is in
the light traffic states, which is shown in Fig. 11. For example,
for the case of λm = 3.5 bits/slot/Hz (thus the sum traffic arrival
rates is 35 bits/slot/Hz) and ηrmreq

EE = 3 bits/Joule/Hz, it is totally
not necessary to deliver data at the speed of 44 bits/slot/Hz (see
Fig. 10), and it is also a waste of energy (see Fig. 11).

Fig. 12. Average delay against traffic arrival rate λ under different ηrmreq
EE in

the RAS and first-out scheme with V = 10.

Fig. 13. The actually obtained EE over slots in the RAS and first-out scheme
with V = 10, ηrmreq

EE = 4 bits/Joule/Hz, and λm = 7 bits/slot/Hz.

In Fig. 12, we compare the average delay in the first-out and
RAS schemes. It is observed that the average delay in the two
schemes is almost the same and very small for a given RoE
when λm is small, e.g., λm ≤ 3.5 bits/slot/Hz when ηrmreq

EE = 3
bits/Joule/Hz. This is because both schemes are able to timely
transmit all the arrived data. In the following, the average delay
in the RAS sharply increases as λm is large than a certain
threshold, and it will tend to infinity as time elapses. That is
to say, the system becomes unstable. However, it will never
happen in the first-out scheme. The average delay in the first-out
scheme is controlled to slowly increase with the traffic arrival
rates and is far smaller than that in the RAS in all cases. This
follows from the facts that 1) the queue stability constraint in
(14) ensures the average delay to be controllable, and 2) the
first-out scheme adapts to traffic arrivals attributed to the queue
stability constraints, and it will automatically start admission
control when the network is in the heavy traffic states.

E. Illustration of the Definition of EE

Fig. 13 shows the instantaneously obtained EE over slots.
As can be seen, the actually obtained EE ηRAS

EE (t) in the RAS
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always equals ηrmreq
EE and keeps unchanged over slots. This

again shows that the RAS cannot adapt to channel condi-
tions and traffic arrivals. On the contrary, although ηrmreq

EE = 4
bits/Joule/Hz, the actually obtained EE in the first-out scheme
is not necessary larger than or equal to 4 bits/Joule/Hz at each
slot. It may be larger or less than 4 bits/Joule/Hz at a given slot.
However, the EE defined by (10) during the communication
process, as shown in Fig. 6, is ensured to satisfy the RoE. This
demonstrates that the proposed algorithms, the eGuard (I and
II), can adapt to channel conditions and match traffic loads. As
a result, the EE definition given by (10) implies the concept of
time diversity and thus, it has the advantages of modeling time-
variant channel conditions and stochastic traffic arrivals.

F. Comparison of the First-out and First-in Schemes

In comparison, for a given traffic arrival rate, it is observed
from Figs. 4–6 that the first-out scheme has smaller throughput
and EE but better delay performance when V is set to be small.
As V increases, both schemes have almost the same throughput
and EE, but the delay performance of the first-in scheme is
much better than that of the first-out scheme. Therefore,

• If the system concerns delay very much, it should work in
the first-out scheme with small V .

• If the system prefers throughput and delay simultaneously,
it should work in the first-in scheme with a relatively
large V .

• If the system pursues EE, it must sacrifice throughput and
delay.

Apart from the aforementioned scheme selection issues, we
further discuss the differences about the two schemes in practi-
cal implementations.

• The first-out scheme has relatively poor performance
throughout the whole variation region of V . However, it
benefits from the convenience and flexibility of the flow
(window) control of TCP for a given V to optimally
match throughput, EE, and delay with little (even no) data
dropping (see Fig. 1). More specifically, the controller
adjusts Am(t) to match Cm(t) according to RoE and delay.

• The first-in scheme is more brutal. As shown in Fig. 2,
it may drop a lot of (even all) data in the buffer. Bru-
tal data dropping is not suitable for reliability-sensitive
applications such as data downloading. What’s worse, it
will in turn lead to the retransmissions of data and thus,
further aggravate the burden of the system. Besides, it is
not convenient to do flow control. Hence, this scheme is
suitable to work in the light or middle traffic states.

VII. CONCLUSIONS AND FUTURE WORK

This paper has studied the problem of EE-guaranteed
throughput-delay tradeoff. Two admission control schemes,
referred to as the first-out and first-in schemes, have been
proposed. We have formulated two stochastic optimization
problems to maximize the throughput (in the first-out scheme)
or minimize the dropping rate (in the first-in scheme) subject
to RoE, stability, admission control, and transmit power con-
straints. The eGuard (called the eGuard-I and II in the first-out

and first-in schemes, respectively) has been proposed to solve
the problems. Theoretical analysis has shown that the eGuard
(I and II) can achieve the optimal throughput with a tradeoff
in the average delay, but the RoE can always be guaranteed.
Simulation results have verified the theoretical results and
shown the differences between the two schemes.

Our work is suitable for non-real-time (i.e., delay-tolerant)
traffics such as web browsing and file transfers, as we focus
on the average delay in the paper. However, there are some
other real-time applications in realistic systems, e.g., voice
and mobile video, which impose hard-deadline (or maximum
delay) constraints. Thus, it is an interesting research direction
to extend our proposed models and analysis to real-time sys-
tems to provide deterministic delay guarantee. Moreover, for
more complicated systems with coexistence of non-real-time
and real-time traffics, how to flexibly balance throughput, EE,
and delay from a perspective of systematic design and further
analyze its performance are also well worth studying.

APPENDIX A
PROOF OF LEMMA 1

From (15), we naturally have

Z(t +1)≥ Z(t)+ y(t) (48)

where y(t) = ηreq
EEPtot(t)−Rtot(t) and Z(0) = 0.

Summing (48) over t ∈ {0,1, · · · ,K −1} and taking expecta-
tion, we obtain

E{Z(K)} ≥
K−1

∑
t=0

E
{

ηreq
EEPtot(t)

}
−

K−1

∑
t=0

E{Rtot(t)} . (49)

Dividing (49) by K and taking K → ∞, we have

lim
K→∞

E{Z(K)}
K

≥ lim
K→∞

1
K

K−1

∑
t=0

E
{

ηreq
EEPtot(t)

}
− lim

K→∞

1
K

K−1

∑
t=0

E{Rtot(t)} .

(50)

According to Jensen’s inequality, 0 ≤ |E{Z(K)}| ≤ E{|Z(K)|}.

Thus, if Z(t) is mean rate stable, i.e., limK→∞
E{|Z(K)|}

K = 0, we

have limK→∞
E{Z(K)}

K = 0. So (50) becomes

ηreq
EEPtot ≤ Rtot . (51)

That is to say, Rtot
Ptot

≥ ηreq
EE holds. We complete the proof of

Lemma 1.

APPENDIX B
PROOF OF LEMMA 2

Since {max[Q − R,0] + A}2 ≤ Q2 + R2 + A2 − 2Q(R − A),
squaring both sides of (7) results in

Qm(t +1)2 ≤ Qm(t)
2 +Rm(t)

2 +Cm(t)
2

− 2Qm(t)(Rm(t)−Cm(t)) . (52)
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Summing over all m ∈ {1,2, · · · ,M} yields

M

∑
m=1

Qm(t +1)2 −Qm(t)2

2

≤
M

∑
m=1

Rm(t)2 +Cm(t)2

2
−

M

∑
m=1

Qm(t)(Rm(t)−Cm(t)) .

(53)

Similarly, for Z(t), we have

Z(t +1)2 −Z(t)2

2
≤ y(t)2

2
+Z(t)y(t). (54)

Summing (53) and (54) generates

L(Θ(t +1))−L(Θ(t))≤
M

∑
m=1

Rm(t)2 +Cm(t)2

2
+

y(t)2

2

+
N

∑
n=1

Z(t)y(t)−
M

∑
m=1

Qm(t)(Rm(t)−Cm(t)) . (55)

Taking conditional expectations of the above inequalities, we
further obtain

Δ(Θ(t))−VE{Thr(t)|Θ(t)}
≤ B−VE{Thr(t)|Θ(t)}+Z(t)E{y(t)|Θ(t)}

+
M

∑
m=1

Qm(t)E{Cm(t)−Rm(t)|Θ(t)} (56)

where

y(t) = ηreq
EEPtot(t)−Rtot(t)

B≥ 1
2

M

∑
m=1

E
{

Cm(t)
2 +Rm(t)

2|Θ(t)
}
+

1
2
E
{

y(t)2|Θ(t)
}
.

(57)

This completes the proof of Lemma 2.
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