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Abstract—Both orthogonal frequency-division multiple access
(OFDMA) and femtocell are promising technologies providing
subscribers with better services. However, due to the ad hoc nature
of femtocells, there is a great challenge to mitigate interference,
which may seriously compromise the benefits promised by this
novel network architecture. This paper investigates the distributed
subchannel allocation (DSA) for cotier interference mitigation in
OFDMA-based femtocells, where the femtocells and macrocell
transmit on orthogonal subchannels. Particularly, to intuitively
study system performance, we formulate this problem as a nonco-
operative rate maximization game where the utility of each player
or femtocell access point is its capacity instead of the incoming
interference. Unfortunately, the uncertainty of the existence of
the Nash equilibrium for this game makes it difficult to design
efficient distributed schemes. To address this issue, we introduce
a state space to reflect players’ desire for new strategies and then
devise a utility-based learning model that requires no information
exchange between different players. Utilizing this model, a utility-
based DSA algorithm is developed. Moreover, it is analytically
shown that the Pareto-optimal solution can be achieved with our
proposed algorithm, and as a result, the overall capacity can be
efficiently improved, and the system interference can be efficiently
mitigated. Finally, simulation results verify the validity of our
analysis and demonstrate that our scheme performs comparably
or even better compared with the existing strategies, which require
information exchange among different femtocells.

Index Terms—Distributed subchannel allocation, femtocells,
interference mitigation, orthogonal frequency-division multiple
access (OFDMA), Pareto optimality.
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I. INTRODUCTION

EMTOCELL is a promising technology to fulfill the explo-

sive demand of high-data-rate services and the requirement
of ubiquitous access [1]-[3]. To be specific, in contrast to
conventional macrocell base stations (BSs), femtocell access
points (FAPs) or the so-called home BSs are lower-power,
short-range, plug-and-play small BSs that are installed and
managed by customers in residential areas and small offices.
With the help of this novel technology, more users can share
the same spectrum resource by accessing different femtocells
in different areas. On the other hand, users in poor-indoor-
coverage regions or dead zones can achieve better performance
by deploying additional FAPs. Nevertheless, to exploit the ben-
efits promised by femtocells, it is greatly necessary to mitigate
both cotier and cross-tier interference, which emerge when the
same spectrum is allocated to different cells [4]. Particularly,
cotier interference refers to the interference among femtocells
or macrocells, whereas cross-tier interference is the interference
between macrocells and femtocells.

Orthogonal frequency-division multiple access (OFDMA)
technology can exploit channel variations in both frequency and
time domains by dividing the available spectrum into orthog-
onal subchannels. Therefore, compared with other multiple-
access schemes, e.g., code-division multiple access, it provides
more flexibility in interference mitigation for femtocell net-
works [5]. In OFDMA femtocell networks, the dedicated-
channel deployment (or orthogonal channel assignment) can be
used to cope with cross-tier interference, i.e., femtocells would
be allocated a fraction of subchannels, whereas the macrocell
would be allocated another fraction [4]-[6]. Although this strat-
egy is suboptimal from the spectral efficiency standpoint, it is a
relative simple solution to avoid cross-interference and has been
considered as one option for enhanced intercell interference
coordination in LTE Release 10 specifications [7].

Although cross-tier interference can be avoided with
dedicated-channel deployment, to mitigate cotier interference
and further improve the system capacity, efficient subchannel
allocation schemes for femtocells are necessary. Meanwhile,
because of the uncertainty in the number and positions of the
femtocells, it is not viable to perform a centralized resource
allocation [8]. Therefore, in this paper, we study the issue of
distributed subchannel allocation (DSA) in OFDMA femtocell
networks, where there is no cross-tier interference being consid-
ered. To intuitively study the system performance, we formulate
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this problem as a noncooperative rate maximization game
(NRMG), where the utility of each femtocell is its capacity.
However, it has been proved that there is no guarantee that the
Nash equilibrium (NE) for NRMG always exists, which makes
it more difficult to design distributed strategies to achieve stable
and efficient solutions. To get around this difficulty, previous
studies generally change the player’s utility function, which
may cause the loss of system capacity. In this paper, moti-
vated by the studies of the utility-based learning model, which
is appropriate for studying multiagent systems [9]-[12], we
have introduced an additional state space in NRMG and then
proposed a utility-based DSA algorithm (UDSA). Our major
contributions can be summarized as follows.

* We introduce a new degree of freedom to address the
inherent problem in NRMG, and it is analytically shown
that the proposed UDSA converges to the Pareto-optimal
solution.!

e We propose a completely DSA strategy, where there is no
channel state information (CSI) exchange among the au-
tonomous agents, and moreover, each agent does not need
to know the strategies adopted by the others. Therefore,
this strategy is also appropriate for other noninfrastructure
systems, e.g., ad hoc networks and no network-assisted
device-to-device systems.

e Simulation results show that the proposed algorithm could
be a good candidate for OFDMA femtocells because of its
adaptability in different interference environments, i.e., the
relatively higher overall capacity can always be achieved.

The remainder of this paper is organized as follows. In
Section II, we summarize the related work. The description
of the system model and formulation of the DSA are given
in Section III. Section IV briefly introduces the utility-based
learning model, proposes a utility-based decentralized sub-
channel allocation algorithm, and analyzes the performance of
the developed algorithm. Numerical and simulation results are
presented and analyzed in Section V, and concluding remarks
are given in Section VI.

II. RELATED WORK

When dedicated-channel deployment is adopted in an
OFDMA femtocell network, cross-tier interference is avoided,
but cotier interference still needs to be considered. It should
be noted that this intercell interference can be mitigated with
interference cancelation [13] and interference alignment [14].
However, due to the heavy communication overhead of these
techniques, dynamic frequency allocation schemes are recom-
mended for femtocells [15]. By constructing the interference
graph for a femtocell network, the femtocell grouping-based
and greedy-based resource allocation strategies were investi-
gated in [16] and [17], respectively. Energy-efficient resource
allocation for cognitive radio femtocell networks was studied
in [18], where cognitive BSs sold the spectrum bought from the
primary networks to FAPs. This problem was formulated as a

! Although directly minimizing the interference is not the aim of this work,
the system interference can be efficiently mitigated if the Pareto-optimal
solution can be achieved, and the overall capacity can be efficiently improved.
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Stackelberg game, and a gradient-based iteration algorithm was
devised to achieve the equilibrium state.

In all of the aforementioned works [16]-[18], the central
controller is necessary for femtocell management, which would
require significant signaling overhead and cause congestion in
the backhaul network? [4]. For this reason, some researchers
begin to turn their attention to distributed interference miti-
gation in OFDMA femtocells [15], [20]-[25]. To be specific,
the dedicated subchannels were allocated to femtocells [or
femtocell user (FU)] with a random manner in [20] and [21].
In [15], [22], and [23], when choosing from the available
subchannels, each FAP or FU just considered the existing
interference on each subchannel (i.e., incoming interference),
which resulted in severe interference within the network and
reduced the overall capacity of femtocells. To further improve
the overall capacity, not only incoming interference but also
outgoing interference (i.e., the interference caused to exist-
ing femtocells) was considered in [24] and [25]. Particularly,
the proposed autonomous component carrier selection and its
improved version could achieve better aggregate performance
at the cost of higher signaling overhead. In comparison, our
algorithm can be employed in a distributed fashion without
information exchange between FAPs and, meanwhile, improve
the sum capacity of femtocells.

As a mathematical tool for analyzing conflict and coopera-
tion between autonomous agents, game theory has been widely
used to design interference mitigation schemes in multicell
OFDMA systems [26]-[28]. We would like to note that these
distributed strategies can be easily extended to OFDMA femto-
cells. Specifically, rate maximization with power pricing game
was formulated in [26], and an NE could be achieved with the
proposed algorithm. Moreover, in [26], all cells operated in full
load, i.e., all subchannels were utilized. However, in general
cases, BSs would choose subchannels according to traffic load,
and then, there is no guarantee that the NE for NRMG always
exists [27]. As pointed out in [28], due to the nonexistence of
NEg, it is a challenge to devise a game-based learning algorithm
to achieve stable solutions. To get around this difficulty, both
[27] and [28] formulated the DSA as a potential game, where
there is a wide class of learning algorithms converging to a
pure NE, e.g., gradient play, fictions play, and joint strategy
fictitious play [29].

However, there are some inherent shortcomings in the for-
mulated potential game, which would affect the performance of
the proposed algorithm. For instance, to formulate a potential
game, the corresponding utility function should be properly
designed. As a result, there may be no obvious relationship
between the utility and capacity. In other words, an increase
in total utility is not equivalent to a higher overall capacity
[27], [28]. Moreover, the efficiency of the achieved NE cannot
be guaranteed, and the information exchange among players
requires additional overheads. In this paper, we formulate the
distributed interference mitigation as NRMG and develop a
distributed algorithm without information exchange between

2In a femtocell network, FAPs can transmit limited signaling data over the
backhaul network via residential wireline broadband access Inks, e.g., digital
subscriber lines [19].
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Femto transmission

Fig. 1. Downlink cotier interference in an OFDMA femtocell network config-
ured in CAM, where femtocells are sharing the dedicated subchannels to avoid
cross-tier interference.

different players. Additionally, we have proved the Pareto opti-
mality of the solution achieved by our proposed algorithm.

III. SYSTEM MODEL AND PROBLEM FORMULATION

Let us consider a femtocell network, where FAPs are de-
ployed in random locations and configured in closed access
mode (CAM).? Particularly, there are in total N femtocells
sharing the dedicated spectrum consisting of K orthogonal
subchannels, each of which has bandwidth B,. Therefore,
the cross-tier interference in this network is avoided. For a
given slot, if different FAPs (or FUs) transmit on the same
subchannel, downlink (or uplink) cotier interference occurs.
For analysis simplicity, we consider that there is only one FU
communicating with the FAP in each time slot, which has been
assumed in previous studies due to the opportunistic scheduling
operation [18], [30]. In this paper, we mainly study the interfer-
ence mitigation for downlink communication. However, under
the given assumptions, the proposed scheme is also suitable for
the uplink case. As shown in Fig. 1, without loss of generality,
we label the FU subscribing to FAP n by FU n. Moreover,
let us assume that each FAP n chooses K,, subchannels to be
assigned for the data transmission to FU n, where 0 < K, <
K,Yn € N'.# Similar to previous studies [27], [28], [31], we
only consider subchannel allocation for femtocells. However,
optimizing the number of subchannels for each FU is out of the
scope of this paper.

Let us denote the channel gain matrix by G €
where element g¥ = represents the channel gain between FAP
n and FU m on subchannel k. Similar to many of the previous
studies [8], [32], [33] that focus on femtocell networks, we just
consider path loss and shadowing fading for analysis simplicity.
In particular, let d,, ,,, denote the distance between FAP n and
FU m, and g, in decibels is [32]

—28 — 351og(dn.m) — ¥,
—38.5 — 201og,o(dn.m) — Lwan — ¥,

NxNxK
RXX,

n=m
n+m 6]

3Three access modes have been defined for a femtocell network: open access
mode, CAM, and hybrid access mode, respectively [4].

4Note that when K,, = 0 or K,, = N, there is no subchannel selection for
FAP n. In this case, the FAP n will not be included in our consideration.
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where Ly, and 1) are the wall penetration loss and Gauss-
distributed random variable with mean zero and variance O’i,
respectively. It is assumed in this paper that each FAP n only
knows the channel gains between itself and its subscriber, i.e.,
g% o k€ {1,2,...,K}. Compared with the assumptions in
[27] and [28], we dispense with a large signaling overhead to
exchange CSI between any two different femtocells, i.e., g,’ﬁw
and gF . where Vn,m € {1,2,...,N},m #n, and Vk €
{1,2,...,K}.

Let S,, be the set of subchannels assigned to FU n, i.e.,
Sn = {s1,82,...,5K, }, where s;; € {1,2,..., K}istheindex
of the kth subchannel allocated to FU n. Moreover, we denote
the transmit power set of FAP n on S,, by P,,, i.e.,

K?’I,
Pn = {ple7pf7,27 ce 7prK” } 3 pry,k < Pn,max (2)
k=1

where pj* represents the transmit power of FAP n on subchan-
nel sy, and P, 1.« is the power limit. To facilitate analysis,
we do not consider power control and assume that P,, (Vn € {1,
2,...,N}) is arbitrary, reasonable, and fixed during the under-
lying operational period. Meanwhile, it should be noted that
both the uniform distribution mechanism (i.e., p5* = Py, max/
K, Vke{l,2,....,K,} and Vn € {1,2,...,N}) used in
[34] and the simple power management schemes proposed in
[28] and [31] can be adopted to determine the set P,,.

We model the additive noise as a zero-mean Gaussian ran-
dom variable. For FAP n with subchannel k£ € S,,, the signal-
to-interference-plus-noise ratio (SINR) can be expressed as

o Prgh n
" Iﬁ + BN
_ Phak ., 3)

N
Z Z pingin,n + BoNo
m=1,m#n l€S,,N{k}

where I¥ represents the cotier interference caused to FAP n on
subchannel k, By is the bandwidth of each subchannel, and Ny
is the noise power density. We use Shannon capacity to model
the maximal achievable rate. Then, the capacity of femtocell n
can be expressed as

Ry= Y RE= Bylog, (1+1f). ()

keS,, keS,,

To maximize the capacity of the femtocell, each FAP has to
choose the subchannels with lower interference. Specifically,
according to (3) and (4), it can be seen that FAP n should make
its decision based on other FAPs’ actions, and, in return, the
choice of FAP n will also affect other FAPs’ decisions. To study
the strategic interaction among these autonomous FAPs, game
theory is considered as a potentially effective tool. In particular,
we can formulate this subchannel selection problem as NRMG,
which is defined as follows.

1) Definition I—NRMG: NRMG can be represented by the
tuple G=T'(N, (Sn) ,enrs (Un)penr)s where N={1,2,... N}
is the set of players corresponding to N FAPs. For each player
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n, its strategy space S,, is the available sets of subchannels,
which can be expressed as

S, ={Su|Sn € {1,2,..., K}, |Sn] = K, } %)

where | - | denotes the cardinality of a set. Given a strategy pro-
file (Sn),cn = (S1,82,...,8N) € (Sn),,cn» the utility func-
tion of each player n is

Un ((Sn)nen)

pEgk
= By | 4+ —00 Y 6
> By og2< +I§<S”>+BONO> neN (6)
keS,
where S_,, = (S1,...,8n-1,Sn41,-..,Sn) is the strategy

profile of all players other than player n, and moreover,
I¥(S_,,) represents the interference caused to player n by other
players. Additionally, we note that the size of the strategy space
of each player n is [S,| = CE" = K!/K,!/(K — K,,)!, where
K!, K,!, and (K — K,,)! denote the factorials of K, K, and
K — K, respectively.

According to Definition 1, the terms FAP and player will
be used interchangeably hereafter. Because of the conflicts
among players and the absence of central authority, the social
efficiency of a multiagent system will always be reduced, which
is termed as price of anarchy. In this paper, we aim at devising
an efficient distributed scheme to improve the social welfare,
i.e., the sum capacity of femtocells R = 22721 R,,. To this end,
it is essential to design local learning models, with which play-
ers can update their strategies according to the environment.
As shown in [35], there are some distributed learning models
having been derived based on NE, which is a standard solution
standing for the equilibrium state of a noncooperative game.
In this light, we will next study the NE for NRMG before
designing the DSA strategy.

Definition 2— NE: ForNRMG, G=T'(N,, (Sy.),.cnrs Un)pen)s
if a profile

S =(851,85,...,Sn) (7)

in the strategy space (Sy,),,c\ is an NE, no player can unilat-
erally improve its own utility by choosing a different strategy.
This means that

Un (85,8%,) = Up (S0, 87,) VS, €50, YREN  (8)

where S*,, = (S1,...,855_ 1,851, SN)-

Unfortunately, the existence of the NE for NRMG cannot be
guaranteed. To show this, here, we consider a “toy” two-player
case where K =2, N =2, and K; = K5 = 1. Then, for each
player n € {1,2}, we have S,, = {s,}, s, € {1,2}, and

arg max U, (s1, $2) = argmax~." (s1, $2) . 9)
In this case, the formulated NRMG is identical to the SINR
maximization game introduced in [27]. Based on the numerical
example presented in [27, Tab. 11, we note that the SINR

Note that there is a minor notation difference between NRMG and that
formulated in [27]. Particulary, gn,m denotes the channel power gain from FAP
n to FU m in this paper, and h%’m denotes the channel power gain from BS m
to user n in [27].
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maximization game may have no NE. Hence, there is also
no guarantee that NRMG always admits an NE. On top of
this conclusion, it brings us a great challenge of designing an
efficient DSA scheme for the formulated problem. The issue
for efficient algorithm design will be addressed in detail in the
following section.

IV. DISTRIBUTED SUBCHANNEL
ALLOCATION ALGORITHM

Here, a quick overview of utility-based learning models is
given, and then, the algorithm UDSA is developed. After that,
the performance of the proposed scheme is mathematically
analyzed.

A. Utility-Based Learning Models

For NRMG, I'(NV,, (S) e nrs (Un) pen)» at each decision time
t €{0,1,2,...}, each player n would choose a strategy (or
an action) S, (t) € S,, and receive the corresponding utility
Un((Sn(t))nen). For individual players, their strategies will
be determined by the observations from times {0, 1,...,¢t — 1}
and the predefined decision rule, which is referred to as the
learning model. In other words, different learning models are
specified by both the assumptions on available information
and the rules for choosing strategies. For instance, in best-
response dynamic, given the strategies of other players, each
player responds by choosing the strategy that maximizes its
own utility.

In fact, there is a kind of learning models that are said to be
utility-based or payoft-based [9]. In these models, it is assumed
that each player can only access the history of its own actions
and utilities, and players have to make decisions based on the
limited information. For this reason, such models are consid-
ered to be more applicable for studying the multiagent systems,
where the information exchange between different agents is
strictly restrained. However, due to the limited available infor-
mation, both the convergence and efficiency of this model are
often unpredictable. Recently, Li and Marden began to address
this issue in their studies [10]-[12], and they demonstrated that
it is critical to introduce an additional degree of freedom to the
formulated game or to the proposed learning algorithm.

B. UDSA

By introducing a state to reflect the player’s desire for new
strategies, we will devise a utility-based learning model here.
Then, our algorithm UDSA will be developed based on the
proposed learning model. The details are given as follows.

Here, to devise the utility-based learning model, we re-
construct NRMG by introducing an additional state to each
player and term it as personality. Particularly, players can
be divided into two groups based on their personality: the
conservative and the radical. Let us denote the personality of
conservatives and radicals by c and 7, respectively. According
to the player’s desire for new strategies, the difference between
these two groups of players will be presented later. Then, at
each decision moment ¢, every player n can be described by
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Fig. 2. Diagram of the utility-based learning model.

a triplet L, (t) = (Sn(t), Un(t), an(t)), where S, (t), U,(t),
and ., (t) € {c, r} represent its strategy, utility, and personal-
ity, respectively. When implementing the utility-based learning
model, during the decision period, each player only needs to
evaluate its utility and capture the historical state and then
choose a strategy. This model can be illustrated using the
diagram shown in Fig. 2. Note that each player does not need
to know the strategies adopted by the opponents, and in fact, it
is not even aware of other players.

Considering its previous personality «,,(t — 1) and action
Sp(t — 1) at time ¢, player n will first determine its mixed
strategy as

 qis,]) € A(Sn). (10)

Q.= ((11,Q27~~
In (10), for each decision epoch ¢, A(S,,) denotes the set of
probability distribution over the strategy space S,,, and g; is the
probability of choosing the strategy whose index in S, is i, i.e.,

S|
¢ >0, Vi€ {1,2,... IS}, D ai=1
=0

Hence, the mixed strategy is applied to depict the dynamics of
each player during the learning process.

Particularly, the detailed formulas for calculating the mixed
strategy are given as follows. If v, (t — 1) = r

. 1
Qn (7'<-Fn)) = @a v‘/_'.n S Sn

(11
where i(F,,) is the index of strategy F, in S, and Q,, (i(Fy,))
represents the i(F,, )th entry in vector Q.. If v, (t — 1) = ¢

ew

Q. () ={§3

1—ev,

VFn €Sy, Fn#Sn(t—1)

. (12)
otherwise
where ¢ is a constant belonging to [0, 1], and w is a constant
larger than N. From (11) and (12), we note that the dynamics
of the conservative player and those of the radical player are
different. To be specific, the conservative will occasionally
adopt new strategies with a small probability, but new strategies
will be frequently employed by the radical.

2467

After that, player n will choose an action S,,(t) according
to the mixed strategy Q,,, calculate its utility U, (¢) by mea-
suring the interference and then update the personality with
Algorithm 1.

Algorithm 1 Personality updating algorithm

1:if ay, (t — 1) = c then
2: if (Sp(t) = Sn(t—1)) and (Uy(t) = U, (t — 1)) then
3: Set v, (t) to ¢

4: else

5: Go to Line 10.
6: end if

7: else

8: Goto Line 10.
9: end if

10: Set «,(t) to ¢ and r with the probability p. =
el=WUnO/F)” and p, = 1 — p,., respectively.

In Algorithm 1, F;, and /3 are constants adopted to normalize
the utility, i.e., U, = (U, (t)/F,)? € (0,1), Vt. Here, we will
show how to choose the factor F), and defer the study of the
effect of (3 to the following section. Each FAP n can obtain the
maximum achievable rate on each subchannel when there is no
cotier interference, i.e.,

k k
pngn,n

BoNo

Rﬁ,maX:Blog2 <1+ ) Vke{l,2,...,K}. (13)

Therefore, I}, can be set as

F,, = max { Z RiL,nlax"Sn < Sn}

€S,

(14)

which is always larger than U, (t), Vt.

Making use of the described learning model, we can develop
a DSA algorithm, which is termed as UDSA and depicted
in Algorithm 2. In this algorithm, players can sequentially
update their strategies. Similar to [36], the stop criterion of this
algorithm can be one of the following: 1) The preset maximum
iteration number 7' is reached; or 2) for each player n, the
variation of its utility during a period is trivial.

Algorithm 2 UDSA

1: Set iteration count ¢ = 0, personality «, (¢) = r, and strat-
egy count C,, = (0)1,s,|, Vn € N. Each player n randomly
chooses a strategy Sy, (t), and receives a utility U, (¢).

2: repeat

3: Sett=1t+1
for n = 1to N users do

update state profile L, (¢):

if o, (t — 1) = r then

Calculate Q,, with (11).
else
Calculate Q,, with (12).
0: end if

Sk
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11: Choose a strategy S,,(t), measure the utility U, (t),
and update its personality v, ().

12: Update strategies count C,,:

13: if v, (t) = ¢ then

14: Update C,, with (15).
15: end if
16: end for

17: until the stop criterion is satisfied.
18: Each player decides its strategy according to (16).

At the beginning of UDSA, the related parameters and play-
ers’ states should be initialized, where (0);xas represents an
M-dimension null vector. After that, the algorithm goes into
a loop. At each iteration ¢, player n will first update its state
profile L,, (t) = (Sp(t), Un(t), an(t)) with the devised utility-
based learning model. Then, it will update the strategy count
C,, according to its current personality. If o, (t) = ¢

Con (i (Sn(t))) = Cn (i (Sn (1)) + 1 (15)

where i(S,, (1)) is the index of S,, (¢) in S,,. Intuitively, the given
rule means that each player will record the strategy that makes
its personality c. When the loop is exited, individual players
will make their final decisions as follows:

SP = argmax C, (i(S,)) VS, € Sp, Vn € N.

n

(16)

From (16), we find that the strategy recorded most frequently
will be eventually adopted.

It is seen that our proposed Algorithm 2 is simple and
completely distributed. In particular, when each player updates
its strategy, it does not require any prior information of other
players, e.g., the CSI between different femtocells and the
utility functions of its competitors. Next, we will analyze the
complexity of this algorithm.

Recalling the proposed algorithm UDSA, which can be im-
plemented in parallel, we note that each player only needs to
make its own decision, and meanwhile, only basic arithmetic
operations and random number generation are involved in each
iteration step. Therefore, the complexity of this algorithm is
depending on both the stop criterion of the loop and the sizes of
players’ strategy spaces. Particularly, for the two different stop
criteria previously described, the complexities are O(T + L)
and O(FE + L), respectively, where T is the preset maximum
iteration number, L = max{[S1],|Sz|,...,|Sn|}, and F is the
convergence rate of the algorithm. In addition, it should be
noted that the convergence rate F is related to the algorithm
parameters, which will be further discussed in the following
section.

C. Performance Analysis of UDSA

Here, the performance of the developed algorithm will be
analyzed. First, we give the following theorem, which indi-
cates that UDSA can asymptotically converge to the solution
maximizing the aggregate normalized utility under the given
condition.
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Theorem 1: For NRMG, let (S9),,c v € (Sn),,c denote the
profile of strategies satisfying

(ST?)%N = arg max U ((Sn)nen) (17)
(S")nE/\/'
where
A N A

n=1

?.

I
WE

(Un ((Sn)ne/\/)>ﬁ' (18)

Fy,

n=1

When (S89), . is unique and ¢ is sufficiently small, i.e., ¢ —
0, UDSA asymptotically converges to (S9), .y i..,

lim

Pr <Ta:;o,sa0 (Sf)nEN = (87?>n,ej\/> =1 (19)

where 7' is the number of iterations.
Proof: The proof is given in the Appendix. |

In general, for distributed algorithms, the effectiveness of the
achieved solutions is generally evaluated using Pareto optimal-
ity or known as Pareto efficiency, which is introduced in the
following definition.

Definition 3—Pareto Optimality (Pareto Efficiency): For a
situation, a profile

SPO = (819,85°,...,5%°)

in the strategy space is Pareto optimal (Pareto efficient), if and
only if there exists no other set of strategies for which at least
one player can improve its own welfare without reducing those
of the other users.

We refer to the condition that e — 0 and (S9),, . is unique
as the ideal condition. Then, combining the discussions in
Theorem 1 and Definition 3, we have the following corollary.

Corollary 1: For NRMG, T'(N,, (S,) ,cnrs (Un)nen)s the so-
lution achieved by UDSA, i.., (S” Jnen 18 Pareto optimal
when the ideal condition is met.

Proof: This corollary can be proved via the reductio ad

absurdum approach. We assume that (SP Jneps IS not Pareto

optimal. Mathematically speaking, EI(&SN‘n)nE v ES,

Un ((S)nen) = Un ((SP) ) ¥nEN  0)
and meanwhile
U ((S)ew) > Un ((SP),cp) s ImeEN. @D

Then, we will get

B

i ( ‘i)neN)

which contradicts Theorem 1.
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Therefore, (S,,[L))nE  is Pareto optimal. Now, we complete
the proof. |

According to Corollary 1, when (SF©), _ - is achieved, the
overall capacity

(23)

N N
R:ZRn:ZUn

n=1 n=1

cannot be further improved without reducing the capacity of
any one femtocell. In other words, this solution will result in
win-win outcomes for both the femtocell owners and the oper-
ator. We also note that there is no requirement that (SY O)ne %
is the NE for NRMG. Otherwise stated, it can happen that this
efficient point may be ignored by the distributed scheme, whose
aim is to reach an NE for the game.

As the end of this section, we shift our focus to study
the effects of parameters S and e, which are adopted in
the proposed algorithm. In fact, when the parameter profile
{Fy, F, ..., Fx}is selected, the concerned Pareto-optimal so-
lution (SF O)nE v can also be achieved by solving the following
integer programming:

arg max
(S”)'VLEN n=1
N B
n=1 Fn
s.t.: S, Cc{l,2,...,K}

|Sn| = K, Vne{l 2,...,N}. (29
For notational simplicity, we denote by fjpo and Rpo the
corresponding aggregate normalized utility and capacity, re-

spectively, i.e.,

(25)

N
Uro = Z STFL)O nEN)

Z R, ((S5°)

It can be seen from the problem ShOWI/l\ in (24) that the value
of 3 will characterize both the utility Upo and the capacity
Rpo. In specific, Upg is monotonically decreasing with respect
to 3. Nevertheless, the relationship between 8 and Rpg is not
obvious and intractable for mathematical analysis.

On the other hand, both the values of 5 and ¢ will affect
the convergence of UDSA. Smaller € will lead to a slower
convergence speed, but the algorithm is more likely to converge
to the Pareto-optimal solution (SF'°),, .- In addition, the value
of B will also affect the performance of UDSA. As shown in
line 10 of Algorithm 1, smaller 8 will make players set their
personality to ¢ more frequently. This updating rule eventually
implies that each player n may act “irrationally” and that the
algorithm will converge faster. The given comments will be
illustrated with simulation results in Section V.

Remark 1: According to Theorem 1, a prerequisite to
achieve (SF9), _- with UDSA is ¢ — 0. In fact, to balance the

algorithm performance and its convergence rate, £ cannot be

)en) - (26)
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TABLE 1
SIMULATION PARAMETERS
Parameter value
Number of subchannels, K 5
Region radius, r 100 m
Maximum distance between each FAP-FU pair, D 10 m
Bandwidth per subchannel, Bg 100 kHz
Subchannel requirement, Ky, Vn 3
FAP power limit, pp maz. V1 20dBm
Standard deviation of 1), oy, 4 dB
Wall penetration loss, L,q1; 5dB
Noise figure, @ pr7 7 dB
AWGN power density, No -174 dBm/Hz

set too small. However, our strategy can also bring outstanding
performance in different interference environments, which will
be shown through simulation, as shown in the following section.

V. RESULTS AND ANALYSIS
A. Simulation Scenario

We consider a circular region of radius r m, where N
femtocells are randomly deployed. In each femtocell, the dis-
tance between a FAP-FU pair is a uniform random variable
between 0 and D m. Furthermore, for each FAP-FU pair, the
channel gains are independent on different subchannels. During
the transmission period, we employed the uniform distribution
mechanism to determine the power set, i.e.,

p@:z%vzesnvsn €S, VneN.
Unless specified otherwise, the simulation parameters are
shown in Table I [28], [32], and each individual simulation
result is obtained by averaging over 10 000 independent runs.

B. Convergency

To verify the validity of our analysis and evaluate the conver-
gence of the proposed algotirhm, we first calculate the values
of UPO and Rpo when [ is set to different values. Then, we
will explore the difference between UPO and U p, which is the
normalized utility achieved by UDSA. Note that there is no
efficient algorithm to solve the integer programming shown in
(24), and hence, the method of exhaustion is used here, which
needs to compare all the [ ], - |S,| utilities to obtain the opti-
mal solution. To find (SF©), - within an acceptable period of
time, we consider a small-scale scenario as an example, where
seven femtocells are deployed in a random fashion, and for each
FUn, K, = 1. N

Table II demonstrates the value of Upp and Rpo as f3
changes from 0.1 to 1. Itis obvious that the larger /3 leads to the
smaller Upo. However, the variation pattern of Rp is difficult
to characterize, which is consistent with our previous comments
in Section IV-C. For instance, Rpo(8 =0.1) < Rpo(8 =
0.3), Rpo(8 =0.3) > Rpo(8 =0.5), but Rpo(8=0.5) <
Rpo (8 = 0.7). Then, we illustrate the convergence of UDSA
in Fig. 3, where f3 is set to 0.1 and 0.2, respectively.
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__TABLE 1I
VALUE OF Upp AND Rpo VERSUS 3
B Upo | Rpo (Mbps) B Upo | Rpo (Mbps)
0.1 6.64 15.76 0.2 6.40 15.93
0.3 6.07 15.96 0.4 5.88 16.02
0.5 5.60 15.46 0.6 5.32 15.83
0.7 5.30 15.79 0.8 5.03 15.88
0.9 4.93 15.54 1.0 4.90 16.01
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Fig. 3. Convergence of UDSA with respect to € for (a) 8 =0.1 and
()3 =0.2.

It is seen that when 3 and ¢ are given, the development of
our algorithm follows a monotonically increasing path before
stabilizing. Moreover, smaller ¢ results in longer convergence
time for given [, but the stable Up is closer to Upp, which
is illustrated by the red solid curve. For example, in Fig. 3(a),
when e = 107! and € = 107°, the convergence time is about
10 and 100 iterations, Arespectively. In addition, when ¢ is set
to 1075, the achieved Up is approximately 3.95% higher than
that of e = 10~'. Meanwhile, we note that, in the case that 6A:
0.1 ap\d e = 107, there still is a small difference between Up
and Upo, and specifically, the relative gap is around 0.81%.
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Fig. 4. Simulation snapshot where 14 OFDMA femtocells are deployed.
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Fig. 5. Comparison of average SINR in decibels for FUs. At each FU n, the
SINR in decibels is v, = Zles 101ogyo(Vh)-

Theoretically, this difference happens for two reasons: First, ¢ is
not small enough; second, there is no guarantee that the Pareto-
optimal solution is always unique in each round of simulation.
We would also note that the convergence speed is reduced with
the increase of 3 when ¢ is given. For instance, when ¢ = 10~°
and § = 0.1, the convergence rate is nearly ten times faster than
that in the case thate = 1075 and 8 = 0.2.

C. Performance Evaluation

To demonstrate the interference mitigation capability of
UDSA, we first consider a simulation snapshot shown in
Fig. 4. Without confusion, we label the FAP and FU with the
corresponding femtocell’s index. Each FAP randomly choose
subchannels during the initialization of the simulation, and
then, UDSA is implemented. In this simulation, we set K,, =
1VneN, B =0.1,and € = 0.01. The initial and final SINRs
in decibels at FUs are presented in Fig. 5. It is noticed that there
is an overall improvement of SINR, which means that every
FAP can autonomously enhance the FU’s SINR with the pro-
posed interference mitigation scheme. Particularly, the average
SINR increases from 4.22 to 6.89 dB. Furthermore, we find
that the received SINR in femtocells 2 and 12 is much smaller
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TABLE 1II
INFORMATION REQUIREMENT OF DSA SCHEMES

Schemes DSA-[27] DSA-[28] UDSA
CSI between different cells VA Vv X
Other players’ strategies Vv Vv X
Other players’ transmit power vV Vv X
Incoming interference X X v

than the average value. That is because these two femtocells
are surrounded by more interference neighbors. In addition to
SINR, the sum capacity of femtocells R = ZnN:1 R, is also
recorded, and the data show that R has been improved by
around 20.9%, which is from 3.73 to 4.51 Mb/s.

To further evaluate our strategy, two DSA schemes are
compared, which have been proposed in [27, Sec. IV] and
[28], respectively. For notional simplicity, we denote them as
DSA-[27] and DSA-[28]. On one hand, we compare them in
terms of the required information, which is shown in Table III.
Particularly, using DSA-[27] and DSA-[28], each FAP has to
know the CSI from other FAPs to its own FU and that from
itself to the FUs associating to other FAPs. In addition, for each
individual FAP, it is necessary to know the strategies adopted
by the other FAPs to choose its own best response action in the
each iteration of the developed algorithm. However, one FAP
only needs to measure the incoming interference and calculate
its own utility when implementing UDSA. As a result, no
information exchange is required among different femtocells.

On the other hand, we investigate the performance of UDSA
in terms of the average SINR per subchannel in decibels, i.e.,

1 N IZSZ 101og; (%)
- _ b eSn
TN ; K,

and of the overall capacity R, which are shown in Fig. 6(a) and
(b), respectively. In this simulation, femtocells are randomly
deployed, and moreover, K, 3, and € are set to 3, 0.1, and 0.01,
respectively. In addition to DSA-[27] and DSA-[28], there is
another method that should be compared, with which each FAP
n will randomly utilize subchannels. We term this strategy as
DSA-Random and regard its performance as the baseline.

As shown in Fig. 6(a), the average SINR is decreasing when
there are more active femtocells. This is for the reason that
more femtocells will result in higher interference. Furthermore,
we note that, although there is no information exchange among
the FAPs, the proposed algorithm can bring the highest SINR.
In other words, the interference mitigation capability of our
strategy is better than that of existing strategies. Compared with
DSA-Random, DSA-[27], and DSA-[28], UDSA has around
45.7%, 16.8%, and 9.8% higher average SINR, respectively.

From the perspective of overall capacity, we have compared
UDSA with the available strategies in different interference
environments, i.e., the number of communicating femtocells
N is set to different values. As demonstrated in Fig. 6(b), our
scheme always brings higher sum capacity, which is accordant
with the result shown in Fig. 6(a). For instance, when N = 50,
UDSA provides approximately 11.0% more capacity than that

27
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Fig. 6. Performance comparison in terms of (a) the average SINR 7 and
(b) the overall capacity R.

of DSA-[27] and 7.2% more capacity than that of DSA-[28].
The reason for this improvement is that the purpose of each
player in this paper is to maximize its capacity. However, in
both DSA-[27] and DSA-[28], the relationship between utility
and capacity is not obvious. Meanwhile, from the simulation
results, we note that the improvement of the overall capacity is
gradually slowed down when the density of femtocells becomes
high. The similar observation has also been made in previous
work [37], where it is referred to as the fundamental throughput
scaling limit.

D. More Realistic Scenario

Here, we demonstrate the performance of our algorithm in
more realistic LTE femtocells, where the system bandwidth is
3MHz (i.e., K = 15) and the bandwidth of each RB is 180 kHz.
Throughout this section, for every user n € A/, we consider
K, = K/5 =3, i.e., the size of strategy space |S,| is 455. In
addition, the simulation result is obtained by averaging over
1000 independent runs.
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Fig. 8. Performance comparison in terms of overall capacity R for LTE
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To compare with the results shown in Fig. 3, here, we also
set N =7 and § = 0.1 and then illustrate the convergence of
our algorithm in Fig. 7. We note that, different from Fig. 3, the
Pareto-optimal utility Upo is not shown here. The reason is that
Upo can only be obtained after comparing all [],,_\/[S,| =
4.037 x 10'® strategy profiles, but such a huge amount of
enumeration cannot be performed within a reasonable time.
From the simulation results, it is seen that a tradeoff between
efficiency and convergence rate can also be made by adjusting
parameter . In addition, compared with the results presented
in Fig. 3, we note that a larger size of strategy for each player
will make the convergence of our algorithm slower. This is
due to the fact that the subcahnnel allocation is essentially a
combinatorial problem. The similar observation can also be
made in previous distributed algorithms [27], [28], [36].

Finally, we compare the performance of our scheme with that
of the three available schemes, i.e., DSA-Random, DSA-[27],
and DSA-[28]. In particular, as the number of femtocells N
increases, the performance in terms of overall capacity R is
demonstrated in Fig. 8, where  and ¢ are set to 0.1 and 0.01,
respectively. From the simulation results, we can see that our
devised method has roughly the same performance as DSA-[28]
but without information exchange among different femtocells.
On the other hand, compared with DSA-[27], even better
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performance can be obtained by our scheme. For instance,
when N = 40, UDSA yields a performance advantage around
8.2% relative to the scheme DSA-[27], i.e., from 101.62 to
110.04 Mb/s. It should be noted that the reasons for this
improvement are similar to those previously described, and
moreover, the simulation results presented here also show the
advantage of our approach.

VI. CONCLUSION

In this paper, we have addressed the issue of DSA for
interference mitigation in OFDMA femtocells and proposed a
UDSA algorithm. The developed algorithm is appropriate for
the networks that are organized in an ad hoc fashion, since there
is no information interaction among the autonomous agents
and moreover, the Pareto-optimal resource allocation can be
achieved under the given condition. Simulation results verify
the validity of our analysis and demonstrate the effectiveness of
our proposed scheme. Compared with the available strategies
requiring information exchange, our approach achieves com-
parable or even better performance in different interference
environments. Here, we just concern ourselves with cotier
interference and defer the study of interference mitigation in
two-tier femtocell networks in our future work.

APPENDIX
PROOF OF THEOREM 1

The learning model adopted in Algorithm 2 introduces a
Markov process over the finite state space Z =[], (Sp %

Z]n x D,,), where Z;{n is the finite range of

(Ve (Sdue) )
Un = ( 7, ) (28)
over all (Sp),cnr € (Sn),en» and Dy, = {c,r} is the set of
personality for each player n. Accordingly, for any scalar € >
0, such a Markov process can be regarded as a “perturbed”
process, which we denote by MP*. Before giving the proof in
detail, we start by introducing some necessary definitions.
Definition ~ 4—Interdependence: An  n-person  game
LN, (Si)nens (Un),en) is interdependent if, for every strat-
egy profile (Sp),,cnr € (Sn),,cn and every nonempty proper
subset M of players in AV, i.e., V M C N, there exists a player

g ¢ M and a choice of strategies (S;,),,car € (Sm)mem
such that

Ug ((S1) ment s (S)neinv/my)
# Uy ((Sm)ments (Shnepvyag) - (29)

In other words, (29) means that, given any strategy profile
(Sn)pnen € (Sn),enr» every nonempty proper subset M C N
can cause a welfare change for some player in {\/M} by
suitably changing the actions of its elements, i.e., players.
Intuitively, this definition indicates that, for an interdependent
game, it is impossible to divide the players into two disjoint
subsets that do not mutually interact with each other [11].
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Definition 5—Stochastically Stable States: For a perturbed
Markov process, the support of stationary distribution is re-
ferred to as the set of stochastically stable states. Specifi-
cally, a state 7 € Z is stochastically stable if and only if
lim.,o 7(7T,€) > 0, where 7(7,¢) is the stationary distribu-
tion of the process.

We divide the proof of Theorem 1 into three steps, S1-S3,
which are formally elaborated as follows.

Step S1

First, we will reconstruct a new game G = D(\/, (Sn)pens
(Un)en)> Where N and (S,,),,, have the same definitions

given in Definition 1, and U,, is the normalized utility (welfare)
shown in (28).

Proposition 1: Gisan interdependent game.

Proof: Given the femtocell scenario, according to (6) and
(28), the normalized utility of each player is based on its
capacity. We consider a situation that a single player m who
can change its strategy, i.e., utilizing another set of subchannels,
and meanwhile, other players stay the same. Let us suppose
that the current strategy profile is (S,),c5» and then, the
according situation can be divided into three disjoint cases:
DVne{N/{m}}, SnNSn=0;2)Vne{N/{m}}, SN
S, #0; 3) In e {N/{m}}, S Sy =0, and meanwhile,
Jq € {N/{m}}, S, NS, # 0. Here, () denotes the empty set.

In the first case, for every player g € {N/{m}}, if player m
changes its strategy to S,,,, which satisfies S;,, (| Sy # 0, player
g will suffer higher interference and achieve lower capacity.
Then, its welfare (utility) will be reduced. In the second case,
since 0 < K,, < K, Vn € N, for each player g € {N/{m}},
we have 1 <|S,, NSy| < min{K,,, K,;} < K. Therefore, m
can change its strategy to satisfy |S;, N'Sy| < |S,, NSyl (or
IS, NSy| > |S;, NS,l), which implies that player g will
suffer lower (or higher) interference, and its utility will be
improved (or reduced). For instance, if |S,, NS,| = K,, or
[Sm N Sy| = K, we can obtain |S), NS,| < [Sp, NS,| by
properly changing the strategy of player m from S, to S/,.
On the other hand, if |S,, NS, < min{K,,, K,}, we can
obtain |S, N Sy| = min{K,,, K4} > |S,, N S,| by properly
changing the strategy of player m from S, to S/,. In the third
case, similar to the discussions made in the two given cases, it
is easy to prove that the welfare of every player g € {N/{m}}
can be effected if player m properly changes its strategy.

The given analysis shows that in all three cases, every player
m € N can change each opponent’s utility by properly adopt-
ing another strategy. Therefore, for every nonempty proper
subset M C N/, even if only one player m € M properly
changes its strategy, we can find a player g € N'//M whose
utility can be effected.

Hence, the game G is interdependent. ]

Step S2

Proposition 2: For the introduced perturbed Markov pro-
cess MP* = Z = [, (S, x Uy, x D,,), if and only if a state
T = ((Sn)nens (n) perrs (an) pepr) € Z is stochastically sta-
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ble, then the strategy profile can maximize the social wel-
fare, i.e.,

(Sn)pey = arg max Z U, ((S) nen) -

(‘57/1 )nGN neN

(30)

Moreover, in such a state, we have «, =c and u, =
Un((Sn)pen): Vn € N.

Proof: Based on the conclusion of Proposition 1 in this
work and the proof of [11, Th. 1], Proposition 2 can be proved
with the theory of resistance trees, and the proof is omitted here
due to space limitations. |

Step S3

If the social optimal solution is unique, there is just one
stochastically stable state for the perturbed Markov process
MP=. According to Proposition 2, if the stochastically stable
state 7" = ((S’ﬂ)ne/\/’ (Un)nEN’ (O‘n)nej\/) €Zis unique’ then
we have

lim (7T, ¢)
e—0

= lim Pr ((Sn)ne/\/’ (C)neN) =lim Pr(Sn, (€)nen)

e—0 e—0 nEN
. t(Sp,c)
- T—>1;<;I,I;—>O H T =1 GD

neN

where t(S,,,c) is the frequency that the according state has
occurred during period 7. In Algorithm 2, each player will
choose the most frequently recorded strategy that makes its
personality ¢ [as shown in (16)]. Therefore, the unique efficient
strategy profile can be achieved with the proposed DSA algo-
rithm UDSA.

The proof is complete. |
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